CCW/GGE.I/ZOZO/WP.7
19 April 2021 3 \ . 3% o Jas 48187
19 Apri dal ) Jlaai ) audi o) Jaa 4eldd)

Original: English . “ :\-h)-éﬁ thf‘:;‘ OSA:\ "! ." Z‘ew
SN Adlsée

AELY claslsiSilly el cpagSall slpdl) 38
Jedl) 4503 ASUal) dalul) claghaia Jlaa (2

*U gt ) Gaile
Glgisall

dadall
3 eeeee et e e e e e e e ———eee e e e e e e e e e aaaataaaeeeannnaraees Glaally Ll Clastedl = Y4l
T PSP PP PP PPPO PPN Jase  — b
Akl Aal WY1 claglaie Jlae 8 255U il gl €3l Lgaylas o Ka ) bl Gl ol — Gl
A e Sy ol sl (law A Jaaedl) Al
Lalay) Calaal Al all @b (ail adlly asloall I e agh acal il 28 cloghiial) Cieags — sl
B ettt ettt et et et ettt e et et et et e e gzl
Bl & ANy Oyl o Jelial) Cuilgay ¢ASEN 8ol plasial A (il yeaiall 4 il dlalse = a
9 e sl &1 3K Aally) clashie Jlae b 2L Cla i€l Aladiuly ity sk
11 Gl dee Blw (A Alall @) GlaglgCill dlainal) £ )Suall ikl Gabaiel = Ja
Jlae 3 205U Cilingl i€l Lgashas ) Adgal) LYl AslY) cibaatl dgalged Al chlall = cla
o e ool (50 Lgalely Aali) Calaal Gl 3 Juadal) 4503 4Bl dal o) cilaglaia
12 e Dkie¥) b Aoy dialylly ddlad) cilagiall by cilubadl i
dlas & L3l Gladasill el (gleall JUY) Calss 7 loab Aol L@il5 Gliag — g
13 e Leyshsy cilgall oda Ay Jaadal) 48130 28U dalu) cileglaia
Page
Annex |
GUIAING PRINCIPIES ...ttt ettt bbb bt nn b e 15
Annex Il
Ambassador Karklins’ “Commonalities Paper”..........c.ccocvvviiiiiiiiiiiiiiiie e 16
Annex Il
Commentaries on the 11 guiding PrinCIPIES.........ciiiiiiiieee e 21

Jac (s el Ligthe dyysgan dunld Blis (3 bl sasmiall o3l (litinn € ( Suiinysn sfigd ) (1)
2020 a5kl 19 G eli) AT 8309 2019 ple 8 3l Gt cuaia

i Capid et g at () 0s0 G (385al) B 5l eliac¥) Joall (e desial) bl i *

@wa islel gl I GE.21-04927 (A)



CCWI/GGE.1/2020/WP.7

AUSEFALIA ¢ 21
Austria, Belgium, Brazil, Chile, Ireland, Germany, Luxembourg, Mexico, and New-
ZBAIANG ... s 25
AAUSEFIB 1Rt 30
BIAZil ..o 33
CRINA 1t 34
COIOMDIA .. 35
COSEA RICA. .+ttt 36
LG LS TOUS P TPRPSPRIN 38
ECURAOT ..o 41
FINTANG. ... 43
FRANCE ..t 46
[ TeT 10010 )Y PP PP UPPUPRTPR 48
GUAEEMAIAL ... 52
ISTACH ..o 53
TEAIY ..ottt e st e e e s e et 56
= 0 L D TSP TPRTRPIN 57
IVTAUITEIUS .ottt nr e 60
NENErIANAS (TNE) . .veveeie ettt e st e s e e nreenreens 62
PANAMA ..ot 66
POTANG ... 70
[0 0o - | PSR SUSPROR 72
Russian Federation (TNE) ........cci ettt 78
SOULN ATTICA ot r e r e 81
] o L] SO 83
SWEABN <.ttt Rt R et r e r e 85
SWILZEITANT ...ttt r e r e en e 88
United Kingdom of Great Britain and Northern Ireland............c.ccccooeiiiii e 93
United States 0f AMErica (The) ........oiiiiiiiiie e 96
Venezuela (Bolivarian RepUDIIC OF) ......ccoiiiiiiiiii s 104
Venezuela (Bolivarian Republic of) on behalf of the Non-Aligned Movement.................... 108
International Committee Of the Red CroSS ........ccooiiiiriiiiiiicse s 109

Annex IV

Links to complementary events & Civil SoCiety COMMENTArieS.........coovvererierene e 114

GE.21-04927 2



CCWIGGE.1/2020/WP.7

Bladly Lwlldy) clagleall -y

aalul) cloghiie Jlae 8 208U Clnglgi€ill Jinall cpasSall ehdll 308 & i -1
48ll) Aies dpads Aaloly Aaleid) 48D Guold) alyeia) paigall Jd oJarall 25030 A<t
Pk Lo o(lall dally)

tlebuadiy Lg)sh dlalse (Sa Al ddagagl) (ool 1
¢40)Sually dan gl gi€illy A gilal) Cailgalls slaial) Jaall 72
201952018 52017 Alse3 o)l 8 53)lsl) Lgiiaemy 3l lalinad '3

Glid) i dlly (ghaall HUY) il Zlaly (lulS 5 abiall s3a aladn
G bl GalulSy e Junl Aaal) ASEE) dalul) clashie Jlae 8 28U sl il
;u\jal\ 0da
e suage byt gy o Gl ey ol cdallall 19-285S daila e aall)l S laiy -2
e Apales dalidy dabeial) LAY 3 dpeld) sa8lanall LY g Laa ) agoil ailis Gy

Culgal) 32831 e hal) LS TS Uags i) ye o el adad 3 elld a3
el bl oKa 3 = A ) e o JBa e o e e Blatg i) Jaal dasast
OsSos — Lol Iy SN 4y V1 dsr il asalie o Gl b Silise—all go sl
el eliiul cdalul) cilashio auas (sS5y Ll CHal (e dady degana ai mllacad)
o Gl g Jans 130 L alagia) ol aadieny L 8)phite lgasd (o8 (95 8 dae b alai ge
il 2 agh Uil oS0y el il e Joadal) A3l ASall dal ) dashaia Chyangs Lot
Lo V) ol oilall il tonbie b e gl Calydal 5y 3 S0 (sl
daa o Laad el g OIS Tagh casngll 3 cilblinYly asagll b cauliilly juall aclss
Al lilly 45m 3latg 83g-aiall adlaaly o) ) saicel) slgall Ly 555 3 BaS) agd
gllaall ddyaa Jhig . ALYl doal) Ggilall Jlal lesal doshladl) doylll AS)LELN Ay £60 (A
a5 8 4l Sl (e pgale o JEeY — V1 &ilgd (B dally — ph—all Ciblly Jsall e

Aaala Al 502l Glia glgiall 38 g a2died 38 Cilesa

alee 8L o cadll 3l Loy gl liial) e pl) o (il gl ol 8y 4
faes 00 Bagiaally Aungl) cslially clelaa) lgie (3l eVl Ty 2020 ple 3 oo guinsal)
(bl e all o daga gl foalaall ani e clileilly talee maling allacl Jgan & lailly
il ygs €O ladl Gud ) i) it el Al ASRA anlglll 8)5 b a3y Sladad ag
Yol gy Aala" e — LlaSs ildee Gudl) Clae B Cragul LS 35l (e Ladiall Jaal)
bl ) e s (3 " sl A ASkal) dal W) claghiial cpl i s sl Lgsie )
) i g Ol 58 Csad Baniall adY) agaa c A BV sasiad) A0 A culgull SISy

okl & (g5l sasiall

2020 s/ sl 18 in Goill Gafy cuate dad G UGS Gatls LY e (2)

3 GE.21-04927



CCWI/GGE.1/2020/WP.7

(e Badiesal) Doyl pualinll dagd Gly Chags codng die Gansdiy ¢ Jasall 138 Gudpll adtg 5
& il dae 2LaY 2020 sle Jlsh 33))sl) cilelgals Loy allacaall dac gumgall JlacY paes
oty Ay 3 Loy calee aulatil 3yl deaii il (g3 el Jsan Sasall JSa aing 22021 ale
Leas—agiy adally laaall SUY) cuilss (& il (3l Lok Ll s —agd’ 1 3V
cilaaliall age 1° s pabll adks ¢ JAs¥) &) V) due g umgall aguall (e 2y IS Ul A -"layshats
A i) 3 oSl anll Ve 3¢5 ¢RI il agill A€an jalic 2 5 tlalgYls
lsliall Gaaddl cigl LIS pae ) Dy Laslal clagil dilaa) sl ) Jagil
o Gl dee e alae VL clalg iy ly libliall Gadle sk ¢ualadly pualal) gull oL
ealie ) deasill iy Qs 3 Jatinal Janll e coladl 130 8 IS, Apald) i)

Al Gluagll 48l

cilaghia Jlae B A a0 clagleisill lgaghi of (Sa Al cloaaill Glass o) —call
Ay Aol O gilal Bl B Jobdal Al ASal dalud)

clidlially clalgu) padle -1

Al Al cileghia Jlae & B30I Clagdg€il) o Joall Slasy) el udasy -6
alel by Qs A8l ALl 5k of (S (1) st Tl 8 3S5 LS cJanall £31)
A ys i (e Baaa) Aoy il Ay gl e 5080 oY slay) Jsal) (gl aclsd Jlisel
13 L s DS llin O Y eclld pay Al G gl Sl 258l ggam (8 Lases Y ¢ JEaY) lasial
o OIS 13 Lag (SLaty) dsall sl aa (mplems Jusall A1) ASal) dall) claglaie culs
lgumns o Cagylll maan & ¢ Slaay) Jsal (pslal by Lgalatind (Sa Y Lgia (e glyil) ks
cbldl all ol Wle Uiy cloghaid) o2 elal o Aiia Slily 35as p2es - lsd dla il
delsall dallead 23l o) ool sl AU (saaly LY paen caila (e clillaall s3¢)
ol Opilall Clllaia 3adat A0aS aia g 5aL) dkall (e 5% B aguadl) Do Ay Loyl Al
Cas - eieil) 25130 280D Aalll) Sleshie Jlae 8 20U il gl i€l alasiad e L)
s Gl Jal laial gl sl e Slasbaall Jos ey of Liad il 138 ol

) 2513 pailads dalad ciloghia pladiu) v Jlay)

DI ass ol gl il Laajliel Lages (35 (@) omenstd) gl ) Jlsy =7
i) 2513 3SR Aalol) clashie Jlae 3 2550 il gl Sl slatd) L dilly (gloadl)
ALk ol L by LYl ool 0l o sas aSLall (Bl ) LY 138 sty of ey
@bl ) L Uyl 13a am s of oSang Bsll alasiad Jeg AL e gl e La
Gy ANV ) ol e Aeladlly Blgscnal) i ccag hl (ge il gl B eoSa Y 4 B
Jae b &5 3l Claglgll ) s ob dal ol deglia gl Bl (g2 o o e Lagale Lalial
ALl of oSaall e Baleall asgie o) JAT l) sy - dsrall 45130 ASGA dal ) cilaglaia
liag S Sy Joall Gl e ais Y Bsall aladi ) Aog Al e (gy-dill S
agtal) Al Slashie pladnal SLady) Joall sl Ty oo Y il 3 selall 8 32T 38l
L) SlagySll e 358 b e 3 Y aily L) Bla oo @3S ) Lalas Jarl) A1)

GE.21-04927 4



CCWIGGE.1/2020/WP.7

oty Slady) ol Ol Jia) Glaca dal (e dsial) 2513 ASER Aalu) cilashie Jlae b
oSl ALl 5 oSal) (5305 g5 el Jandl g 2 2Ll @lig L Aadaiall il ye
clady) gl 0l Jliial lacal dsllae (5% 8 Gabiads 358 (gly 5yl

3 Qo) A1) AaluY) Slashie IS Al LA ) Alledl) Alaa V) 8 3, -8
Algisall’ Qo 8885 g al) (-l pSAll/AS)LdallfaSail) " (gaag dpe st (8 bl cllan
Lyl A gy cadlly gyl Sal/ASLiall/oSanll o ) Asel )l ulailly Aol el 5 "dsy 2l
carl) A0 ALY cilaghiia b Al gaial) dgan aiag 2d5 of Ka elually

A ge Aelusall Lagy sty goat Jo daidag lanpds Jadlly Joall (any s 85 =9
Sy o A il oKas o(3) eansil Tl (gt lgaladt g dal W) polany ddlesal)
dashiia pladt g cgsalually lehaY) aiangy ¢diy ciluylly el s Gl b Ly el
55 3 () sgenst) ) st W LAl SlelaYly tsalaally cluyull Tty dal L)
dal ol dogliie aladt ol g (o0 A VA 6 Al Lagilall Adgs wall b)) dala llia
Ll ghunall SV Jrend (K0 Y 3 e Joall Sliadl 53l Lasee Yy ¢ gaadail) anlgll o 3all gl )
Aal ) dashia Bla (gae o dage Blosaal) aalie (055 o (Sas 3in S JladY) e
O Gl (Sass - lgeliumg dal ) laghia gyshaal (aga Liad & e (35 (<) oladd) 05Ss
Alall @l saall Glujladdl Gl (3) 5 (<) osfasadl s

Cilea 15 2085wl (el Ay Bl Aal WD Al Augildll laln Ny —10
Aled) Joall (silal) aelss Sriay Labadia) sl A1) 2SN Al cilogliie Jlae b A20Y
L3 an b AIS Coeal o3 Aalul) i) cililee o e - Slady) ol gl ey b Ly
Gl pae Lgte Gl el A3l ASll Al cilashiia by Al Jeledl ) dilaiadd
le—abyaiad (53 sl oy 4l oalia (sl e Jopall ans Cangely (sl all e laluim
AStal) dal WY cleghiia Jlae 3 2530 Clagl g€l e 201 Al W) clashie ducs , fe
pat dulee IS e Lginnd by Claghaiall (i & dnd)ll Sbasal) & lan o cJadall 4313
Loshia slia (20 Lo ahaiiy cleghiall elhy ALl 3 juleall (e degana ) 25w daliiie
ol Jeags Juadall 513 ALl claghaie lin Lgde (3iie A5l 5226 JiS o (Sang . AalY)
il 138 (e dashaie (6Y Lguahyainl b lewis clabinay) )

Bae Crauld dg . Jmde (s 8 AallY) alyiad clilee ol saall clugled) dolay —11
s Bl i) Jaii of oKas AallY) clahein il s e Slastes Jaidls Joo
015 G Gl Ll 8UEY) ) 8 cilaslaal sl Jalal dlly il laall (Lnd Slide Caoyes
saad) lesleall 85l Ll (€5 o (S ) ualinll (imes ) 3L il olil A2 (L
cshall ehl sliialy Alall s chuall @l i) Gl b L sl ) Galeiwl cllee el G
Ciloant Jal) 2503 ASEY Aalul) cilaglate Jlae 8 LA Clia sl iSO (K5 Ny L Cplasticaally
LS Al 8y Ly gl AlSa) pre Jlain) Lgte Gl dal WY alai ) Ll iala
s Pleb dajle e Jsall ol Sl Lol ais ilgeall oda ddilie 3 eadl s
Aead A pabaind) Gldee

Jetial Jlaall 138 3 255 a3 nt of AulS) 3 il Alalse Liad (Sa —12
Oslall i e o CiliaglgiCall s3gl (Ko (7)) eensl) Tasall Sae ¢ i) gl (5l
Lasys dasally 48301 (preanty ¢ il Aleaial) lalially eUadl) (pe anll lgia 3k Slasl ol

5 GE.21-04927



CCWI/GGE.1/2020/WP.7

238 of bl 85 ) —alls oK Yy - IR il o SN Qb o I peexill bl 2]
An)3 Sl dal WY1 cileglaie Jlae 8 303U ClaglsiSl (e Lgde Jy—ant) (S 3ol
Al pabain) cilblee BA e Blsdll 038 Glaia o (ime Giase s (a4l - sl
daaleaall Gins Gl Jealys o (g A Ssal) ililanll 2itg & Ke Jalad g ibinil i debinas
Gl Al e all b Gadall 4503 A6l AL Jlae 3 2530 il slsiall Aldiadl)
AallY) vaas o

Oy Ggaal Jgadl pilall @l 3 Las «(9AY) Joad) 0pilall aclgd (05 of oSay —13
il €l AL ) Blasal) Aadlaal L saste ¢ Joall Sliad) Ggilally Joall &dgsane (335
dalus & Dll ¢ ke oy s 05 By L Jrdnll A0 ASERY Aal oY) cilagiie Jlae b A5l
ey oyt i Joal) ol CDEA) e a2l e cliad ke il daLly) dala)

Al hal) aans ) Lead coeatll 138 a0 of oK L ystil A<

Labgl) Cluagll dies jalic -2
I e ()5 ) ol anlabin s dugastl) fgalaadl Glseal) & 138T (3l ol —15
—aliall o (L) (1) e 17 5l 3 CCW/GGE.1/2019/3 sy b 255 U «JlacY)
DY) il gy (3le Lo 5 Sl aagi (elad U5 o (S ¢ gal Alen B (Al
o3 b lailly Al ASAl Al ol Jlae b 2330 Clagl sl Glaial Ll (gluaall
Hlayshiiy cuilgal

e g3 8 )l 06 ) Joall e bl Sl ol Ol i ()

(Y Lo Gy @) ey

o Olssse JaY) s (3 LAl la gl 3Tk 0o A o) Jly ()
¢ Slaty) Joal) 0alal) Gl 8 Ly e gadaiall  Jsal) 05l Camgan agilalally i)

kg Alaay) Joall Hglall clblbaie gubes  aill saldlly e dall e s (@
‘Mj}um (;SAJJ 53\95 PATA d\)\é Y

A3 V) s of el die i Y Ty aie pdll oSl Al K ()
A3 astal) Aa b)) cleghie Jlae 8 sl cladesall de bl dalad) cloglig Jaadl)
flay) Jaall il daling ¢ Joall ¢ppilall Minaa Juiill

Daski ol Ay vie ¢ gilagl) waal) e cgaiall dnglil) clialiu) J<a (a)
Aal) claghie cul€ 13 Lo il 5ase ol 5aaa s caullad sl Jilg of das #Sla ol
Jasml) A5 ASha dal W) Clashie Jlae B 45U Gl e agin ) dlaiadl)
flodans ol Cagplal) IS 3 Alpall el e galaial) Joall (yilal) el (he 5208 (51 Cangas 8yt

AL Clada<s ) ana Al Gl g Lo dalll) Gleglaia sl o) ()
G o L Bsise 5ypean loalge ol LeSa Y ) (aaind) dnlal aStdl) sl cileghie Jlae
cialag Ayl gl oygilall lllaia Jine gad e gyl 2llly Jadal) 4 Tadg gy gall
tianday g8y aladiul casagl) 8 Gilblia¥ly caulilly juall @) 4 L

GE.21-04927 6



CCWIGGE.1/2020/WP.7

Claglei€s ) i ) el g La ddalu) cleghic dadiad geld) Jhay (J)
Ol iy Lyt a0 Y ) cuadnll 4003 ASE dal WY1 Sleshie Jlaw 8 2050
(Slay) Aol ol ae 3 (AT Ayl Lot (K Y ol Ll ol

el o dilasy ) esalll e Lajdl) Adgganall B3 of Liad Jsal) e s (2)
Jlae & 2 &l Glaglasill e 2l dal o) cileshial Jaine alasi ) e gohaii s
fslay)  Joall (oilal) Cumgan Lslal il Tadg ¢ Jusal) 402 aSBal) dalad) cilashaia

Ay Ly e ladl) Glad) o oS0 S il dradl dlee) dodll Jis (L)

DY cdiagi ) madlally calgall lia gl o Liajill cilangl 8 A cagjiall 20l P (s

Lashie oAbl 30l (gl Hluary ol Fing (Lo didaia 8 Jal Uiy cdileall a3l
cAalu) dashaiag () cp costlaall Jelially cdalad) daghaic alasiul culjiel)bg cAalu)

Olasal Cpinadl Cpila gl Canytig Al aclsally lelally sl ot Jolll i ()
¢ Ayl Jdeall eilall r,,IS;T Ly i Ll Zaaall Jas Al saoal) il glgisl) aladsad

ook ol Ay Bl 8 emnn o Joal) gl aage Jaall il Gy ()
cgie gl alasiad 1Y) Lo daad ccpana coa skl ol Alig ol das O olae) o Slaal
spvaill ang o et of Gaig L Joall Ol G Dshias lgmaan (b sl Cag Rl e b
aaial) A0l ASal Aalad) cilaghiia Jlae 8 25800 clagdeSall o 2l 2all) cleglaie
(L) Aol ol gy Lalaiad lgalasiad oo Y 3

shal ol L mil) Gl laall jegh Jols 3 AL Jle Jsill aa s ()
sl 25030 ASUAY Aaledl) cileshiie Jlae 8 23301 il gl Sl A5l <ilial yatia)

Al gal) ilpea gl Als) ealie ) Jeaasill Ay Jefinnall b oSaall Jarl) e -3
Olacems dileiall Jely 2 dallaal LS SR Lol 0l S 13 Lo Gm of Gojdll (K0 - 16
Aalud) sk Jlae b 2 S0 Clagl i€l alast by Joaaial) lasy) Jsall gl Jtial
ol 250301 A<

Jaall 138 6 250 Slaslall Lo (e Alaine calpn (ol cadSing of il (Kas —17
Bhsh (gl o ada 8 LBIRY) Jelgdll culS 13 Lo QS ¢ Sl dgall 0l Jlial ¢ o
LSy sl Gl s L)y e Tty il 138 e

Jie = 5 alic saal @il JY1 QIS 1 L i 40i€ o cmg o Gl (Say —18
il Ja il agd 25 A8 gisally 5l AnlCe) D b Ly cdal WY1 daglita il cad ‘1
Cila e QLA MY WS jaey — duba ) asil) ‘4¢ 5 caind) gl 3¢5 cdaghiid) Lol iad
e Syl Joall (gilal) e 3l Slaxial Gl auil o DU SSa) Jlaels 8@l 5 -l cpla i)
hLAll 238 e ddgunall et & e

7 GE.21-04927



CCWI/GGE.1/2020/WP.7

Al iy patladlly anliall didn agh acal il a8 claghiall Ciuags — sl
lgualefy adlay) b

clidlally clalguy) gadle -1
A8l Al el Wi e iyl gy (o geaad) oliy Caliss VI DB Y -19
e b Vel A (s a8 Taske Gyl 138 (0 o (S cals Gad L Jua il 1A
Saall Gag abee Gl Jalsy (K1 Lgywm Canpatl 138 3G Y 8 AT Lali Gy - illadl
4013 2808 dal o Laglaie Cul€ 13 Lo daladia) iyl =Dl daslaia aladial 45 2083 of Liaf
& @l aial) o 55 AaglyiSll Lalil e ulae zgs gl Ol aY) Rles by - Jil
Al aileadd) Gliy dlate il 3 L mdl e ST e 6 of S 858l Jlaxiad
ol A1) AStal) dal WY1 claghiie pailaad ol o of Ll oSad) 0o ans 20
Aealall Gl 513 sl Aleall il paileadl) dais of oSy il agdll 52l (s
2387 Aigeaa o 20d 3 elld pag . alilly ol AulKaly ¢ SN Jurdil dayag (Aalu) dagliial
aseie S L cLolas Joa il A1) o glaially Joaall Al ap i Claglaiall G e aly (358
3Sr o) aodll s o3 Lo gl cabas oY) 15 Y ciadls - sall aly I Joa
il by 8 Laalall oda of Load Jaindy ¢ Jadal) 413 "AStall daluy) cileshia e Taaas
LY e Tashe (3aiad 2 ol
Ol i) o Aldine Al oo BT 4] 5% 8 ll) B el o e Ciglae @l 21
e A Aoyl 8 Aaasi ) bl Cilegane JIB o Jlaia) @lld 8 Ly ¢ Slay) sl
e el A1 4SRN Aalu) ciloglaia Jlae 3 20500 il slsially Alall 3 clas sl
Meai ol Lt o (A ally Aluiall g La e laaVl il anf
Aol Al ) ddlsly Slady) Jsal) gl shie e paileasll Lial sl Lady  —22
pleadl waas sale) e 50l (gl ¢ jolailly  SIAN alaill e Cailgn o pgall 26850 culal
O3] Loy 652l Alkis ol (gpall i) o Sl ) Jauly ) Axidag ¢ Jiisa s e CalaaY)
pah o 5aly tle sl AslKaly Claslaall Lgigag talinds Jyaa Uias plaill Juidi & Jasl
sy ojliiel i OIS 1) Lo ¢ A Ja il alets Ladg Aal ol dagliia o dabia 5 3y
sl A agdsl) aoad cle daghial ddbide Cillag b aas Y ol s of (e Deaie ol dagliie
Ol V) seal o AaDlal) e sanly Ay B Shgn of oS (S duainl of e Al
ccaagl) el Jia oAl diday 3 jisu Yy
bl ol Bea VI iy laill 48 CliaglyiSll mosall aladn W) lla ) ity 23
413 AStal) dalad) cleglaie cpid o ) cladeill e aaal) Cad a8y L Asad) il dnlebs
asal e Ltilas (Al al) el ol slgiSall dpal ol Anal) clilaill 85 5cally Gymy ) it
gl ) alylly Ugils Laslal) agailly Sl ¢33 (AT claalas duaty 13805 (¢8) oensd
G quind o e aaedall 25130 4SRN Aalol) leslate Lok Al sl s Al bl
G2 O e Ciglie dllia 15 Vs Aaald) ciliadail) Boas o Lesla e i Jalgaag dujlas 208
celpudl e (gually Ssall bl (8 skailly Ganall e aal) Y dalul) eds e s

Gl e b dunliall ) 58]l o Ladly Cpindl G Ol (a3 gl 00 I Yy 24

GE.21-04927 8



CCWIGGE.1/2020/WP.7

L)) cluagill diSas palic -2
Jsa e ()5 2l Gl labin s dugmgil tsalaal) Glwal) 81387 (i) jael 25
G Al aliall o ()5 ()19 s 3 CCCW/GGE.1/2019/3 sy b 25 1 JlacY)
iy (gluaall HUY) Colgn maiagiy Gl Lad L85 Cloags oebad I of e ¢ sal Alea
Hlayshis calpal) o2 & lailly el 3SR AallY) b Jlae 3 233U cibaslsiSalls alasal
AShal Aal ) cilegliia Jlae 8 205U Cilingl €l pailaad (any ol ()
il s e ol )<l Faidagll lela¥ly b ) b Tasycag Taaae Lalaia) Jaall 4503
yas3 sale] e 5lly ¢ ol goadll AN Adshsally (il AL, ¢ sl Ay ¢ 1)
Blelye aisg - DU o 50l ¢(gal Ayl Ll ae oSt Lebaws ol eyl Sl CilaaY)
2okl Bl (sae Ao clilliall o3a

& ookilly ad) (sl dlele gaad) pulanl) Mdn A sl A Y (9)

Aal W) cileghiia 8 30 30 Clasl sl alat g Lagd) Jgasll 5l (9<aaally el cplladl)

el ALl 5 sl o€l Jlae 3 pbailly Canal) 3 ade (g« Jiall 413 2Sa)

Zoall aladiu¥) dele ) hally e cgll by Aalil cilaghia b lgaladnn $ul<a) asng

OISV u3a3 agall (g el A1) ASGAN AaluY) Cilashie Jlae 8 lgale adiaall Cilia gl giSall
< ila gl il a3gh Cplgsunall alasinly

Ladd)gil) ciluagill ddla) jalic ) dagill duiy Joiaal) (8 (Saal) Jaal) c¥laa -3
bl e gana 8 Aldinall Jeatl angl el agh et N e of Goill (e 26
closhiia Jlae b 235U Slaglgi€all Alaall 3 Sl leal) o Al daaydl 8 deriied
Al Lagl Sl ehud e Jabanll Lgie Qo eJuiniil) 41300 4SRN AalsY)

O o) Cuilgag ¢ASURY Bgl) aladi il (B (i) uaial) B i) Al alpe —pa>
Jlaa o AL LY ciliaglsial alaAD wly iy gkl (Gl b AV Gl
Jadal) 4003 Asua) dalud) cilaghiia

alddlially clalguy) aile -1

ASAY) Haa ofy elady) Ay dpid) Adeldl) sl Jlasind G of Gl Jolll s 27
Lyg yim 05 Bl daalall Doyl hhals sl e dab i) sl Jlaaiawly 3 dsladll
Sl Alubes b Lo Vs ¢ i) cpliiadl (630 6 o ams - (L) sl () Uil olasal
& il gail) o Jasian il e cpiily 15350 ST daglaiall agdlly dbpaall (e (S Lo ¢pSailly

c(ire pgd
sl Ll jaa ojlie b ANy las) G delal) o jlhaiuls spuall g5 880 bl 8 -28
aal i () ooonsid Tasal) o 35S cilidad 8 el i caal) B (Glanay ai )
Gaas g5t want] JlaeY) AL alga a3 Tasall 138 o il 520 (gl - o) dae (b Ao
a5 Akl dal WY1 Slashie Jlae 8 203U il gl i€l alast ) 3 43U (gl Jal)
O delll Blay Lad peadl dasliall Gl iahld) (e de gana B9 palls @llia (55 Y 285 L Jiril)
Lashia pailiads el Bl o (dlad) b cJeliall 13a clillie Cign @ ANy L)

9 GE.21-04927



CCWI/GGE.1/2020/WP.7

Jelall 1€ad) Calaa¥) anl o6 o (ag wsan e Al U el e st 23l 385 2a L)
A5 jiall Clgally Lgigladg Lgig it (A AaLuY) ) oS85 Jhaiad Glawa AVs Glad) c
S o oSe Ay oY) g delial 8 sas lulen iy kel (e (5$  lly e
dalye e Alsye S 3 AN Glas) o deliall 3l o3k 85 . Slasy) sl 0lal) (i)

2okl daglaia Blas

asehe o Al julal) llan of (Karg "l oSaTl ogghe daedl Aaliial Cadigsiy  —29
reill Yy Al ) A5) g cle 2 3ld Bassall (aladll ) 2wy By (gl oSaal
o2 2aa3 of Ll (ag AW gl (e delinly e dalaie 358 AS)al) 3lat ¢ I Joa il
i) e Lghhaall dapaly dal W) daglaie Slslae b sthaad) gl Zla) (g3 1 b Ll
byi o e ala) o~ Ol doglaie dirin Jshaed e Gl 505 ¢Sl dashiia agdg
Sall ff ALl of oSl e Y a8 Lils 5ygdiall AL 6 Joall 4l Lo sl 28 Judawtl)
Ol de g cagall sgaall Jads Adlias daloe Laily (gl y-ilaall oSal) 85 5calls Jladl gyl
pedl Gl Jals Jaal) 3 mall il AN g Gl o el lats calilbiiag ¢alasinl) &y
& Slady) Joall il JlaY 4 oSaill (g3ag goi Gl b Las el wSal) Culpn Ciida
3 Agdaal) eilaslaall Joaaily cilabiaad) Jals 05 of oSasg Aalad) Loghiia sla Jalpe gaen

e Tana) 13gy dlall

Lol (3laig 52a lgia yaaY dgaa t—as daghial ai e 5)3)) Ol asdg b Cayiicly =30
05 o oS Aalu) Aol plasiad G 1Y) Lo s & (pag ¢ S ddall e 5,0 il
e lsally lgigleds Al YU IS agd ) 82y sudal) (osliiall s daga Allian clog e
Aal ) cilashia st l (6 of pladay coalial) SSal) A uleal VYT o 8 oSa )
055 oS0 Lol Dytine oSl (56 o ety 130 ¢ alaiall Joall (silal) e M) S 6 Lilaia
e Bl Lo gy aul) SRS Uil Saal) Ciig By A ol Al agh (e Load 0 Yy . Yla
ladey Jeatwy ddats Ll i (085 of Juind OIS (s calinis ymm Lo 20 it 3 Jal)
W 050 o i ) wSal/AS Lol o daas) ety Lo e diiis & gyl Jasl

Jaie Al S casngdl (e Jgina 3k Lia

auad)gll) Cluagll AiCan yalic -2

Jss 0 (g)5 ol aslabin wly Sgansil) toabiall laall 31387 Gl el =31
o) oSa &l 5 aliall of (21 8l & CCCWIGGE.1/2019/3 sy & 35 Al «JlacY)
Ghidl) il (laall HUSY) il gy sl L 4ils il ags ul ol U<
tlayglis Cilsall o3 (8 lailly Al ASEE Aalul) ol Jlae b 233U claglasll

AU il il e 40 dalid cilaghiia aladiad ge L) A giad) () ()
Bla e e Adhide Byl ol of (Sa Ji—all 481 ASkal) dal LY clashie Jlas 8
ANy Gy g Jelall DA (ag oda Aalul) cilaghia

bl Cluagill ddll) jalie ) Jaagil) i Joial) (2 Saal) Jand) cNlae -3

2 el s U (gl WSl (L jules gy o Jandl Al alse 3yl (S —32
Oslal) iy Lasoen Juanl) 4130 ASER Aalul) Cilashie Jlae 8 2380 Ll il alazsin)

GE.21-04927 10



CCWIGGE.1/2020/WP.7

11

39ll 2" g Aal ) dagliia o Aiag sl Akl el 1" lgie (Bylay ellyg o Loyl Jsal
Olecal AWy laay) o Jdelil) julea '3 cdalul) daghiie Juidn o A jial) duia)lly Ll
ol e Balig Culdia (pe aala g e dgaga Bl Q‘yuﬂ“\@ggﬁoi

oSl Alled AT Ao ) lileally 300l LU (630 vy bl (o of Gl (Kay 33
Jlae 8 28U ClaslaSall L) Taliad 2alu) sladnal slety Lo (oidl oSSl AS5LaA)
cadnl) 25030 ASkal) dalud) Clegliie

Gl Jas (B (b Al ) il il Aldinall Ay Sonl) i) ()i

clLaBlially clalgady) Gaile

dal W) cilashie Jlae 8 31 Ul Sl i€ill Alainal) )< aal) Wil 3dl) 86 -34
Jols 05 o Sars Laia el Lapshan Jaad 28lsill oda il 13 Loy Jonall Aglal) 45Ul
Azt ) SLIAY Al dagangil) (oalually dabeiall Gl Lgd Loy Janhe L cadll il ol
Lo il IS (g Kol

Al saxl) ciluyally L)< el 3B Cunnt Glaca daadl e 5,8 ciladat caa &y —35
Bl Gl pladnial b ead) vie SLady) ol Goilall Jlia) Glasa dab e (s Ssal)
=5 O (Ka () otensil) Tasalls (3les Loy a2 all 138 3 o )53 gl i gt (g9 litianally
Ol dal (e alaae ¥y aniilly (32aill dojla Cleha) gy JiS o () Al a8Leiall iy laY)
Clag (a3 oy 2lly Cplidiall SISY Cupal) JiS5 o L LeiSars Aal ) ciloglaie 484550
Dbl 406 il adk of (asy &S ad) bl Lok aoing 8 L difind Hlalaall
Ial W) cilaghie iy HLadly poliis ave i die lglelye iy Al Caddtll sy laadl)
) A1) At dalay) lagliia Jlae b 8L GlaglsSll e 20

ASEl Aalul) cileghia Jlae (8 233U laglgiall Alaadl) ZaY) JEY) 3l sy =36
S 5355 sl gyl e CilaglyiSll 038 (=i of AslSal Gl b Las cJprall 513
26 Oe Al lgall (52 L) jhs sl 138 8 Aldadll Jelsill (e dpate s
el s 3 ) et o Aalaad) salaiall LU (Sass L lgall 638 (e Lgila) sl Jsall
e Cpeddicee ) Jal) A1) 2K Aal WY1 clegliie Jlae b A SW) il gl Jigas
e BB L ubiall clingh) U} Abaall @y Slagdeal) (Las s 3] 58l . ael Gadise
A Tadll 3¢ Aball il Zdadd) clisylaal) Jemily clusbaadd) Jalis 0058 o (Sang -l yaliall

338103 Cluagill AiCan yualic
Jsax (e (95 ) ol Olalinaly Agaa il (olaadl Glwa) 3 18Tl jae) =37
sl o ¢(z) () 23 il & CCW/GGE.1/2019/3 sy & 253 A «JlacY)
iy laall HUaY) Cilsa gy ety Lok dils laass el I of (e a0
bty Culgal) o2 (8 jlailly Aliieuall 4SRN Aalul) alis Jlae 3 233U il oSl Glaial
Glaaslei€il) e 2l dalad ilashiie ydiy Hlidly yishily avaa £l Can ()
Qb L el 8 hlaal acag of dsall 4003 S04l Aalul) Slashia Jlae 8 2350
shli e s ol ) Q) e el cillalin) 33 e Sl el Cigha 8 2)g )l o)

-Jla

GE.21-04927



CCWI/GGE.1/2020/WP.7

iy el Qe )yl Blally sl Cisha 4 cllaly #lg¥) & gl el
Dha ¢ antl Y Bl daw e cdlld b Ly celaai®¥) o Qllaall e (a1 glsil sle)a
Glelas sl 2Ol jlaml jlads cdashiall e sylavadl (i jladg ciagaaiall e ClSLEEY)
al Ll sl dula))

Aady ilaniny chlad) elal 1 llial sas e caddl) s do i of (Ka ()
Cuplig ¢AN )y Gyl G pedl) Algaad) Jaulsially culgalslly ¢4 53 lial iy ¢ulashaiall
Hansliall LY aclsd Aaclsy Aalal) Aladinl giskis ¢ulehaYls aclgall auagy ¢ il gal)

L)) luagill dadla) palie ) Jagill duty Jiliall 2 (Saal) Jasll Ve -3
Alatialy Adaspall HLlsd) Caaddss 53 (8 saall Abagll sl aas of G3dll (S =38
AalY) cileglaia b A sl

Lgashai (Al Adgat) Ay il —udy) closadl) dgalpal AiCaall cplall —¢la

B b Jaadal) 401 AStal) Aal ) cilaghie Jlaa B AEEUY cilagigicl)

ala el 3y clabad) il o s aall G lgmaalSly A8UEY) Cilaa
Sy A dabially diallly ddslud)

S banill gaail) Jaf e Lala) dabaadl Jlae (3 dsgale bl B30 8 il Sl -39
) A1) At Aalay) clagliia Jlae A LW Clagl Sl s

Gl daadass el ol lyslane ey Ligill ajle el a o yiaglil ()
gl Cildaghl 3 L) pSad laal 8308 Joa jgaiy 8 = ualiall 038 (e lasie of dulal
¢AME e Baalae ) Apadall dal W) A8 JoSaigp < M o (g — Aal w1 cilaglaidd
el L) Jnll A1) Al alasialy ik iy ) 8o Liad cagangs

& -l oSl 8y9 5 a Jie daga (oalae el (b (Dol e Gagill (o)
e sl pla abic Ll deis Loy elelaally Gy iull Ag5 waall duaaly 20335 caall 353l
slaiel () a5 Lanys dagaasill toalaall () iy Lasyg cdajle jue Cilagady cbanslgiill cilia el
tdatle pe ol A3g2a

Gelaial) Jsal) Ggilall osaas Jan Ligild dajle ye L il Ao gl (2)
) sda aim of Kary L Jol B e sheally Bl lwsjlaall Jols (e @lldy Jagiyy Lo sy
s dalsdll clehiill ol dalall £aa¥1g LSl S, a0 Ly 2008 alad 5 5iige 4265 g
pe 4L Al ) a3gl (3o a8y ¢dadil) Aal W) Al DA (e dugian palaiad Al (i
Ll 8)sS2all dn el Glsldl ac)sd digaa

o s @bl QLS 1Y cdngilal) il e anall ) dsls agag pam alieY) (9
Ly o Jaing boan (g1 e Jalarill Bl 48 Ly eialyy JalSIL (3udaie Sl dgall (5ilal
o)) 45130 AStal) dalld) cleghiie

GE.21-04927 12



CCWIGGE.1/2020/WP.7

13

Foaulal) dal o8 kel Qb L5ye paal LAY laaad deiin ¥ dslaboud) chlall sy —40
L)) A8k Aalud) Clagliie Jlae 8 23800 Claglei€al) e &5l HEY) cand Tiulia Nins
Jaaial)

A3l claglesill Aaddlly (laal) JUY) qulss bl dilaia 4,885 cluas
lgisshy cuilgall oda dudyg Jadal) 4503 ASUal Aalul) claghia Jlaa A

Myes ga—dug sk o (Sa A Lgasil foabiall B cales B el Sl 4]
RETVSY:\ IV

3o e e A ehY) Gl cade) U de wY) g gl (sl fis ()
ceciall 20130 ASEA Aaludl) loglaie Jlae 3 2350 il o€l Aleiall Al psnlid) yo
e S 4 e 1€l ) (g Lpasa Uali ddaliie s ¢ dsall el¥) ol dala yslae
tlayens lamy olds Cabias oh¥) 15 Y celld aay - galaal) (o o

e 05 Ol Al eda g (Gl das 235 O V) Al goaliall (S0 Y ()

) JLYI &l vie gy alan V) Load oKas - 3l 40 ¢ UVl 8 Lgild s 8

ety opslaiy i) A5 ASkal) Aal WY1 Clagliia Jlae (b S CilaglsSll Ll
flaang Bgasill (bl ) ol dee iy Y

laal lgie (3l bl desall o Lgangil fsoladd) Jnis Lad (Sad) e (g)
ok (et Wyliel (Sarg laditig dudagl) lalilly milsllly (pilsall g 2ie lae¥) &
Ol by Joasall A1) A4Sl Aal) ciloghiie Jlae 3 2030 il gl g€ aladi g i
@l sale) 05 ¢lgliaas Loy iy Baguastl) foabiall skt Alialge Ll (Sas .« SLas) sl
coaslall L
A Sl B ol iS5 A0 i) Cailsally Galeiall Janll 8 calee Gl (b (3l Hlaiy 42

il Jalal G gilally S cally cppiill ehdd) (e Alele 3880 L) (Ko ()
sk Alialgal o3 syl Cilelgad (e 5Ly ¢ Cplgiesall glailly aladiu s dabeial) Cilusyladl)
¢ e a2y Dgangl (bl 2)dy Jieas

56 chind a3l Jas AdBlia Gajen g cdlaladl 381 e e ()
Jee Shlse s e daall 56K of ey Alaiiall Jaall iblsa sl Janll 38,8V Tl paas
SV Aalall sledie o (520l AEIAY) ChlaeY) slelye g (Al atio A ey dunglsiSiy A9l

Badie i 3 e IS any o 8yg png AN Y laall A8

hrdilly (glaal) HUY) Cailon maagiy BlaT palic 8 alee Gl 4 G0l Ry 43
ayskiy lgd bl

Gk i€ g o SUSBU dyjbeall Cailgall Jslin ) AiKaal) yualiall Ky ()

s g€l e ¢ Slay) ol ol dlld b La cgaaid) ol 0osilal) aclsds ool

Gkl : b Lo s waliadl o2 Jai of Sasy - doaiil) A1) ASEN Aal WY1 Claghie Jlaa

CllENL sl ge agidgi sy iVl mlwall gl Cabhaly Joall e Syl sl ¢psilal

by (Sla¥) ol gildll clillive Gaakad 89 sy ¢ Sl (o) Gsildl) angas dag il

-3l

GE.21-04927



CCWI/GGE.1/2020/WP.7

Slacal Bleadl e Slally Jalal) gyl aSall 8y9 pamg ¢ 5l Cuila (e 5308 Al (50 e
Clagl i€l e sanall dal WS £l il N1 Bl ¢ Sl ol 0slall Jtal
S e e o Sl paranilly ¢Juaall A5 ASE Al ) cilogliie Jlae b A3
Uy Lo 5l oSa ol Loy (359 B0 gnlon (5355 o o Y Aaldl cilashiia plaas il Ljaga
dag Glo Lt of e ol Slaay) Jgall Osilal cillaia JleY (5 2y Jadia Al
A5 Sl Al claghie Jlae b AEU) Glagly€al) e 2301 ALY cilashie yasil)
flay) Aol ol g Lahaiad galasiad Ko Y 3 Qral)
retty S aaa3 o U Al dnl Culead) ol A el abiall (Ka (&)
Ciloghiia Jlae b 5L Claslsall let Lad Slay) Jsal) Ggilal) selgdy oabe 2w of Jall
b Ja s o (Sang Alad) o2 aiatl Lgislat i€ (e b ¢ Jurll Aalal) Al dal )
Cliaslsi€ill e Ll Aal ) ciloshaie plasinl e Al Aggsd) Glanin 1l Lo yalial)
@il B sl ole of Glacas ¢ duaeall 43130 4SRN AL ciloghiia Jlae b A5
ALY Ay Al (ailiad e dime Lladi 358 2adia) e Gyl cCilengll e sl
Cilaglgiall alads ) Glecal dlagll 5Bl Guaat Glaag ¢ANly Glasl) G delal) cililiiag
Jaball b AL saly ¢ Jsall ol plSal dalymy i Ty Lhast ) daadl) Jas A saall
Ciloghaial duna pailaad Joling (uanll daludU Ll lahaiw¥) Gl cilegleal e bl
G o AuSeally Akl lela¥ls il 8 dalya Tuaas Jadall 45031 ASE dally)
358 (b indy clagl] Jgaagll sl Cusinall shailly Canall b w3l Alije Cuiaty tdal L) sl
Ol Adgine lains Aalul] Claghiia & Jainall lgalasind (el o Jaié claglasll e
Dla e elld 8 Ly Aalid) ciloghia sl (520 e Adiae 3k Aalal) Slashic alasinl oo
S Cpriadll Cighn 8 Lt gy shalie 8¢ gl dlea 3¢ hally ¢y Gl g Jeladl
Ciloghiia Jlae 8 2330 Claglll o LG Aalul) cilaghia yaiy Loty yshily s
bl e Caganl) s e Ao Jedall 45030 ASka) dally)

GE.21-04927 14



CCWIGGE.1/2020/WP.7

Annex |

15

Guiding Principles

[English only]

It was affirmed that international law, in particular the United Nations Charter and
International Humanitarian Law (IHL) as well as relevant ethical perspectives, should guide
the continued work of the Group. Noting the potential challenges posed by emerging
technologies in the area of lethal autonomous weapons systems to IHL, the following were
affirmed, without prejudice to the result of future discussions:

(@)

(b)

(©)

(d)

(€)

(f)

(@)

(h)

(i)

@)

(k)

International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems.

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system.

Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range
of factors should be considered including the operational context, and the
characteristics and capabilities of the weapons system as a whole.

Accountability for developing, deploying and using any emerging weapons system
in the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control.

In accordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of
warfare, determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law.

When developing or acquiring new weapons systems based on emerging
technologies in the area of lethal autonomous weapons systems, physical security,
appropriate non-physical safeguards (including cyber-security against hacking or
data spoofing), the risk of acquisition by terrorist groups and the risk of
proliferation should be considered.

Risk assessments and mitigation measures should be part of the design,
development, testing and deployment cycle of emerging technologies in any
weapons systems.

Consideration should be given to the use of emerging technologies in the area of
lethal autonomous weapons systems in upholding compliance with IHL and other
applicable international legal obligations.

In crafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized.

Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies.

The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context
of the objectives and purposes of the Convention, which seeks to strike a balance
between military necessity and humanitarian considerations.
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Ambassador Karklins’ “Commonalities Paper”

[English only]

1. This paper is provided by the Chair of the 2020 group of governmental experts on
emerging technologies in the area of lethal autonomous weapons systems (GGE LAWS),
under his own authority. On 24 March 2020, on behalf of the Chair, High Contracting Parties
were invited to submit commentaries on the operationalization of the guiding principles at
the national level. This paper attempts to identify commonalities in the submitted
commentaries in order to contribute to the furthering of the work of the GGE LAWS.

2. The views expressed in the commentaries can be grouped into two categories: (i)
views on the status and role of the guiding principles and (ii) views about the
operationalization of the guiding principles, including information on relevant national
practice. Without prejudice to the position of any High Contracting Party, this paper
summarizes elements from the commentaries, with a view to highlighting possible
commonalities.

Status and role of the guiding principles

3. High Contracting Parties reaffirmed the value of the 11 guiding principles, which were
adopted by consensus and articulate several fundamental concepts with respect to emerging
technologies in the area of lethal autonomous weapons systems. There was however a variety
of views on their status and role.

4, Many considered that the guiding principles should be seen as providing guidance for
the work of the Group. In this connection, some emphasized that the guiding principles were
not an end in themselves and were not sufficient to fulfil the mandate of the Group, which
the 2016 CCW Review Conference tasked “to explore and agree on possible
recommendations on options” relating to emerging technologies in the area of lethal
autonomous weapons systems.! Several specified that the principles should guide the
consideration and development of the normative and operational framework on emerging
technologies in the area of lethal autonomous weapons systems. The view was also expressed
that the work of the Group should not be based solely on the guiding principles.

5. Some considered that the guiding principles could be operationalized at the national
level, including by being taken into account in the design and implementation of national
law, regulations and policies. The view was also expressed that the further consideration of
the definition of lethal autonomous weapons systems would be useful in the
operationalization of the guiding principles.

6. Several considered that the guiding principles may be further developed, elaborated
and refined. Some cautioned that they should not be reopened for negotiation. Several argued
that the work of the Group should not focus on the operationalization of the guiding
principles, but rather recommended it look at the clarification, consideration and
development of aspects of the normative and operational framework, such as a legally
binding instrument, a political declaration or a compilation of best national practices.

1 “Report of the 2016 Informal Meeting of Experts on Lethal Autonomous Weapons Systems (LAWS),”
10 June 2016, CCW/CONF.V/2. https://undocs.org/CCW/CONF.V/2
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Operationalization of the guiding principles at the national level

7. On guiding principle (a),2 submissions recognized that international law, including
international humanitarian law, regulates emerging technologies in the area of lethal
autonomous weapon systems. Many commentaries stressed the importance of ensuring
military documents and training for military personnel are updated to ensure compliance with
international humanitarian law as new technologies enter into service. The value of legal
advisers to militaries in this connection was noted. There was a call for the establishment of
a network of legal experts on lethal autonomous weapons systems to, inter alia, identify
applicable law and possible gaps in the normative framework.

8. Some expressed a view that lethal autonomous weapons systems would be
incompatible with international humanitarian law and therefore with guiding principle (a). It
was argued that autonomous weapon systems that cannot be used in compliance with the
provisions of international law, notably international humanitarian law, should be
specifically prohibited. Many considered that human control must be retained to ensure
compliance with international law, including international humanitarian law, and to respond
to ethical concerns. It was suggested that the GGE LAWS could further clarify international
humanitarian law requirements applicable to the use of emerging technologies in the area of
lethal autonomous weapon systems, including by clarifying if existing international
humanitarian law is sufficiently specific.

9. Many commentaries addressed guiding principles (b)® and (d)* together, noting that
while they do deal with distinct issues, they are inextricably linked. Several viewed that
responsibility and accountability necessitate a degree of human control, which should be
exercised throughout a weapon system’s life cycle. A High Contracting Party noted that its
existing national legislation already ensured a human was always accountable for decisions
on the development and use of weapons. On guiding principle (d), a commentary noted that
various measures could promote accountability, including rigorous testing and training,
establishing procedures and doctrines, and using the weapon system in accordance with
established training, doctrine and procedures.

10.  Onguiding principle (b), one commentary noted a lack of clarity over whether it called
for States to establish new forms of liability or confirmed the applicability of existing norms
for intentionally wrongful acts with respect to lethal autonomous weapons systems. It was
suggested that the GGE LAWS could elaborate principles (b) and (d) by articulating relevant
good practices to ensure human responsibility and accountability. Several emphasized that it
was also important to consider the implications of principles (b) and (d) for developers and
manufacturers.

11.  Most commentaries considered that guiding principle (c)® was of primary importance
to the work of the Group. Many stressed that international humanitarian law requires context-
specific judgment by humans, and that human-machine interaction must ensure that humans
retain control of the weapons they deploy and operate. A number found that this principle
necessitated further work to determine the type and extent of human involvement required in
the use of emerging technologies in the area of lethal autonomous weapons systems. There

International humanitarian law continues to apply fully to all weapons systems, including the potential
development and use of lethal autonomous weapons systems;

Human responsibility for decisions on the use of weapons systems must be retained since accountability
cannot be transferred to machines. This should be considered across the entire life cycle of the weapons
system

Accountability for developing, deploying and using any emerging weapons system in the framework of
the CCW must be ensured in accordance with applicable international law, including through the
operation of such systems within a responsible chain of human command and control
Human-machine interaction, which may take various forms and be implemented at various stages of
the life cycle of a weapon, should ensure that the potential use of weapons systems based on emerging
technologies in the area of lethal autonomous weapons systems is in compliance with applicable
international law, in particular IHL. In determining the quality and extent of human-machine
interaction, a range of factors should be considered including the operational context, and the
characteristics and capabilities of the weapons system as a whole
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was also a call for an exchange of domestic policies and best practices relevant to this
principle.

12. A number of submissions argued for further work to determine the nature of human
control necessary across a weapon system’s life cycle to ensure compliance with international
law, including international humanitarian law. Some also noted that the practical
implementation of these parameters for human-machine interaction is dependent on the
operational context and the weapon’s characteristics and may need to be determined on a
case-by-case basis.

13.  On guiding principle (e),® several commentaries recalled information shared
previously on the national implementation of legal weapon reviews. Many continued to stress
the relevance and utility of weapon reviews for addressing concerns raised by emerging
technologies in the area of lethal autonomous weapons systems. A few noted that weapon
reviews are not by themselves sufficient to regulate autonomous weapons, including because
of the lack of international uniformity in their implementation.

14.  Some considered that the exchange of good practices on weapons reviews would be
beneficial. One commentary promoted the joint definition of best practices. A few suggested
that a mechanism for exchanging such information could be established within the CCW as
a confidence-building measure. It was also noted that States are not obliged to make the
results of their reviews public. A few commentaries identified some elements they viewed as
good practices in the conduct of weapon reviews in general, including involvement of
relevant expertise and independence from developers and users. Several viewed that
emerging technologies in the area of lethal autonomous weapons systems present particular
challenges to the weapon review process, including because of their possible unpredictability
or self-learning capabilities, and that these difficulties should be discussed further.

15.  On guiding principle (f),” the need for High Contracting Parties to adopt measures to
prevent the diversion of emerging technologies in the area of lethal autonomous weapons
systems to unauthorized users was noted. It was suggested that dialogue on related
technologies in appropriate export control bodies could be pursued. A call was made for an
exchange of domestic policies and best practices relevant to this principle.

16.  On guiding principle (g),® High Contracting Parties were called upon to ensure that
strict verification, assessment and validation procedures are in place in order to ensure a
weapon system’s reliability. The importance of training operators and commanders, as well
as conducting of risk assessments informing doctrine were also underlined. It was suggested
that the GGE LAWS should catalogue potential risks and mitigation measures that should be
considered in the design, development, testing and deployment of weapon systems based on
emerging technologies in the area of lethal autonomous weapons systems.

17.  Onguiding principle (h),° several commentaries argued that emerging technologies in
the area of lethal autonomous weapons systems can support the implementation of
international humanitarian law due to, inter alia, the reduction of human-related errors and
risks, improved precision and accuracy and the ability to incorporate self-destruct, self-
deactivation or self-neutralization mechanisms. Others argued that this outcome was not
assured and should not be assumed. One commentary viewed that this principle should be
implemented during the legal review of new weapons, the formulation of military strategies
and plans and the conduct of military operations. A call was made for further examination of

In accordance with States’ obligations under international law, in the study, development, acquisition,
or adoption of a new weapon, means or method of warfare, determination must be made whether its
employment would, in some or all circumstances, be prohibited by international law

When developing or acquiring new weapons systems based on emerging technologies in the area of
lethal autonomous weapons systems, physical security, appropriate non-physical safeguards (including
cyber-security against hacking or data spoofing), the risk of acquisition by terrorist groups and the risk
of proliferation should be considered

Risk assessments and mitigation measures should be part of the design, development, testing and
deployment cycle of emerging technologies in any weapons systems

Consideration should be given to the use of emerging technologies in the area of lethal autonomous
weapons systems in upholding compliance with IHL and other applicable international legal
obligations
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the potential contribution of emerging technologies in the area of lethal autonomous weapons
to verification of arms control instruments.

18.  Several commentaries underscored that guiding principle (i) reaffirmed that
weapons can only ever be tools lacking agency and legal personality. It was further noted
that machines are not moral agents. As such, policy measures must always address humans.

19.  Many commentaries expressed the view that regulating emerging technologies in the
area of lethal autonomous weapons systems would not necessarily hinder peaceful civilian
applications of relevant technologies, in line with guiding principle (j).** Some who held this
view pointed to the experience of other disarmament treaties in this connection. Many also
argued that legally binding restrictions addressing the security and humanitarian challenges
posed by emerging technologies in the area of lethal autonomous weapons systems would
avoid the imposition of trade restrictions and export controls that might otherwise hamper
peaceful applications. The view was also expressed that a ban on these weapons would reduce
research and development in related fields. It was recalled that the distinction between lethal
autonomous weapons systems and emerging technologies in the area of lethal autonomous
weapons systems was important; while the latter are integral elements of the former, they can
be employed lawfully. The inclusion of the private and academic sectors in the work of the
Group was considered useful for ensuring this principle is achieved.

20.  Many commentaries affirmed that the CCW is an appropriate forum for discussing
emerging technologies in the area of lethal autonomous weapons systems, as expressed in
guiding principle (k).*2 Some also noted the relevance of other UN bodies, including the
Human Rights Council. A few called for enhanced involvement of representatives from
private industry.

Commonalities

21.  Several particular commonalities emerge from this summary:

(@)  Owverall, international law, including international humanitarian law, regulates
emerging technologies in the area of lethal autonomous weapon systems;

(b)  The guiding principles are applicable for considerations of every stage of the life cycle
of weapon systems employing emerging technologies in the area of lethal autonomous
weapons systems;

(c) Further work is required to determine the type and extent of human involvement or
control necessary to ensure compliance with applicable law, notably international
humanitarian law, and respond to ethical concerns in the use of emerging technologies in the
area of lethal autonomous weapons systems;

(d)  National measures are needed to ensure compliance with applicable law, in particular
international humanitarian law, including training of relevant military personnel to achieve
clear understanding of the technical and operational characteristics of weapon systems, as
well as applicable legal frameworks. The exchange of national good practices in a variety of
areas of relevance to emerging technologies in the area of lethal autonomous weapons
systems would be beneficial;

(e) In conducting legal weapons reviews, which are a legal obligation for parties to
Additional Protocol | to the Geneva Conventions, governments must pay close attention to

In crafting potential policy measures, emerging technologies in the area of lethal autonomous weapons
systems should not be anthropomorphized

Discussions and any potential policy measures taken within the context of the CCW should not hamper
progress in or access to peaceful uses of intelligent autonomous technologies

The CCW offers an appropriate framework for dealing with the issue of emerging technologies in the
area of lethal autonomous weapons systems within the context of the objectives and purposes of the
Convention, which seeks to strike a balance between military necessity and humanitarian
considerations
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the particularities of emerging technologies in the area of lethal autonomous weapons
systems;

{j] Continued and focused engagement on emerging technologies in the area of lethal
autonomous weapons systems is necessary within the framework of the Convention on
Certain Conventional Weapons, which is considered to be an appropriate existing framework
to further work on the topic, including on aspects of the normative and operational framework
on emerging technologies in the area of lethal autonomous weapons systems.
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Commentaries on the 11 guiding principles

Australia

1. Australia is a strong supporter of the Convention on Prohibitions or Restrictions on
the use of Certain Conventional Weapons which May Be Deemed to Be Excessively
Injurious or to Have Indiscriminate Effects (generally referred to as the Convention on
Certain Conventional Weapons — CCW). The CCW has broad support from all regions
across the globe, and is the appropriate forum to discuss issues related to lethal autonomous
weapons systems (LAWS).

2. In 2016, a United Nations Group of Governmental Experts (GGE) was established in
Geneva to examine emerging technologies in the area of lethal autonomous weapons systems
in the context of the objectives and purposes of the CCW. The discussions on LAWS reflect
a recognition that emerging technology, such as driverless cars, can bring many benefits but
pose challenges — and a GGE could conduct balanced discussions with subject matter
experts on the implications of potential incorporation of LAWS into military capabilities.

3. Systems with advanced artificial intelligence (Al) and enhanced autonomous
functions are becoming increasingly prevalent in both civilian and military sectors. These
developments are not new or surprising. Australia recognises the potential value and benefits
that Al brings to military and civilian technologies.

4. Militaries throughout the world are incorporating ever more automation into their
systems. These systems can: reduce civilian casualties or collateral damage; improve the
accuracy of weapons; reduce the risk to defence personnel; and provide enhanced situational
awareness. In the civilian sector, emerging technologies are being used in numerous areas
including medical analysis, genomics, logistics, automotive and aerospace manufacturing.

The Challenge of Defining LAWS

5. Australia calls for CCW High Contracting Parties to be realistic and pragmatic when
discussing emerging technology such as LAWS. The LAWS-GGE has not yet reached
consensus on a definition of LAWS. This does not suggest that the task of defining LAWS
is insurmountable but reflects that this is a difficult and constantly evolving area of policy
involving dual-use technologies with inherent complex technical and legal considerations.
Autonomous technology originating from, or designed for, civilian use, may easily be
converted for military use and vice versa.

6. Where governments were previously at the forefront of technological breakthroughs
in support of military or civilian applications, private companies are now leading in many
areas.

7. Australia contends that it is important to ensure that the discussion on LAWS is not
inadvertently conflated with automated or remotely operated weapons systems. Not all
automated weapons systems should per se be classified as LAWS.

System of Control over Weapon Systems

8. Australia believes that it is important to look at the lifecycle of a weapon or weapons
system when examining the issue of control. As our paper, “Australia’s System of Control
and applications for Autonomous Weapon Systems” (CCW/GGE.1/2019/WP.2/Rev.1)
makes clear, a substantial degree of control already exists through the design, development
and use of weapons systems. This includes setting parameters, conducting tests, carrying out

[English only]
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legal reviews, training operators, setting rules of engagement, taking the decision to deploy
them, evaluating their effectiveness after use and taking the decision to decommission them.

9. The discussion on control should not be narrowed or restricted to requiring the
presence of a human in the loop to make "trigger-pull" decisions. Australia welcomes the
recognition by the GGE that control should be considered across the entire life cycle of a
weapons system. This approach enables discussions on LAWS to be more grounded in the
realities of the military context, including how control is exercised by responsible modern
militaries.

Article 36 Reviews — Additional Protocol | to the Geneva Conventions
of 12 August 1949

10.  Australia believes that an aspect of the current system of international law — embodied
in Article 36 of Additional Protocol | to the Geneva Conventions of 12 August 1949
contributes to the robust framework for regulating weapons systems, including those with
autonomous functionality. Australia’s approach to Article 36 Reviews was described in detail
in the paper “The Australian Article 36 Review Process” (CCW/GGE.2/2018/WP.6).

11.  Article 36 reviews provide an important mechanism for States Parties to test whether
the development or acquisition of weapons systems complies with international humanitarian
law (IHL). As a party to Additional Protocol I, Australia adheres to the obligation to
undertake a review of any new weapon, means or method of warfare, to determine whether
its employment would, in some, or all circumstances, be prohibited by IHL or other
applicable international law.

12.  Australia’s national system of control embodies a suite of laws, regulations, processes,
orders and doctrine that ensures all weapons intended for use by the Australian Defence Force
during an armed conflict are capable of being used in compliance with Australia’s legal
obligations.

13.  Strengthening compliance with existing IHL, including through Article 36 reviews, is
the most effective way to manage new weapons systems, including the potential development
of LAWS. Australia encourages other nations to undertake weapons reviews, even if they are
not a party to Additional Protocol I. States should ensure accountability for developing,
deploying and using emerging weapons systems through appropriate review systems, in
accordance with applicable domestic and international law.

14.  Inthis context, Australia has consistently argued that discussions concerning a treaty
banning LAWS are premature in the absence of an agreed definition and understanding of
the technology — including the benefits it may provide. Australia believes that it is neither
necessary nor desirable to ban or create new legal frameworks to regulate LAWS, as this
technology may provide many benefits including minimising incidental harm to civilians and
reducing risks to military personnel. Instead, we suggest that compliance with existing IHL,
including the conduct of Article 36 reviews, may serve to mitigate many of the concerns
voiced by some CCW States Parties and interest groups.

Operationalising 11 Principles that have been affirmed by the LAWS-
GGE

15.  Australia will continue to participate constructively in the LAWS-GGE process. We
note that broad areas of convergence have emerged in relation to policy options for the way
forward. The Group has affirmed eleven guiding principles in relation to the potential
development and use of LAWS. Australia welcomes the affirmation that IHL continues to
apply fully to all weapons systems, including LAWS. High Contracting Parties have also
acknowledged that human responsibility for decisions on the use of weapons systems must
be retained since accountability cannot be transferred to machines.
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16. In his letter of 29 May 2020, the Chair of the Group of Governmental Experts on
Lethal Autonomous Weapons Systems called for submissions on how the guiding principles
might be operationalised. We provide some ideas below.

International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems;

17.  States should continue to emphasise in their military doctrine and manuals the
importance of compliance with International Humanitarian Law (IHL). While high level
documents such as these are often technology agnostic, it is crucial that an understanding of
IHL, and the need for compliance, is established in such foundational documents. The
importance of compliance with IHL should be reinforced and incorporated into Law of
Armed Conflict (LOAC) training for all military personnel. As new technology is introduced
into service, documents, such as rules of engagement, targeting directives and standard
operating procedures, will provide clarity regarding how such weapons systems are to be
used in compliance with IHL.

18.  The Australian Department of Defence, through the Indo-Pacific Centre for Military
Law (IPCML) offers courses including the "Command and Staff Operations Law Course",
the "Cyber Law and Other Emerging Technology Course" and the "Rules of Engagement
Course". The mission of the IPCML is to "promote respect for the rule of law and compliance
with international law in military operations through training, international engagement and
related activities with partners from the Indo-Pacific region". While the focus of the IPCML
is on Australia’s regional partners, enrolment in IPCML courses is open to military personnel
from all States.

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system;

19. As mentioned above, States should continue to ensure appropriate national
accountability mechanisms for the use of force in armed conflict including in the future
should LAWS be developed and deployed.

Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range of
factors should be considered including the operational context, and the characteristics
and capabilities of the weapons system as a whole;

20.  Please refer to comments above on Article 36 Reviews and Systems of Control.

Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control;

21.  States should continue to ensure accountability for developing, deploying and using
emerging weapons systems through appropriate national control systems, in accordance with
applicable domestic and international law.

In accordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of warfare,
determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law;

22.  As consistently mentioned throughout GGE discussions, Australia is a strong
supporter of Article 36 Reviews.
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23.  States should conduct weapons reviews in accordance with their international legal
obligations in order to ascertain whether use of a new weapon, means or method of warfare
would be prohibited under international law.

24.  Australia, through the previously mentioned Indo-Pacific Centre for Military Law,
offers two courses which include sessions focussed on the conduct of weapon reviews; the
"Commanders and Staff Operations Law Course" and the "Cyber Law and Other Emerging
Technology Course". While these courses have not been run during 2020 due to travel
restrictions and social distancing requirements necessitated by the COVID-19 pandemic, the
intent for 2021 is to once again welcome enrolments from military personnel from all States.

(f)  When developing or acquiring new weapons systems based on emerging technologies
in the area of lethal autonomous weapons systems, physical security, appropriate non-
physical safeguards (including cyber-security against hacking or data spoofing), the
risk of acquisition by terrorist groups and the risk of proliferation should be
considered;

25.  All military capability should be secured to the appropriate level.

() Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems;

26.  Please refer to comments above on Article 36 Reviews and Systems of Control.

(h)  Consideration should be given to the use of emerging technologies in the area of lethal
autonomous weapons systems in upholding compliance with IHL and other applicable
international legal obligations;

27.  States should consider how technological advances in weapons systems, such as
autonomous systems, may help enhance compliance with IHL, increase precision, and
support commanders to fulfil their obligations under IHL on the battlefield.

(i) Incrafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized;

28.  Australia supports this Guiding Principle.

(1) Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies;

29.  Australia supports the aim of this Guiding Principle. States should consider the
potential benefits of using emerging technologies in terms of the ability to better comply with
IHL and other applicable international law.

(k) The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context of
the objectives and purposes of the Convention, which seeks to strike a balance
between military necessity and humanitarian considerations.

30.  Australia agrees that the CCW is the appropriate forum to continue discussions on
LAWS.
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Austria, Belgium, Brazil, Chile, Ireland, Germany,
Luxembourg, Mexico, and New-Zealand

The following joint general comments aim to contribute to the work of the GGE LAWS and
are issued without prejudice to each State’s national positions.

Introductory Remarks

1. The 2019 Meeting of High Contracting Parties to the Convention on Certain
Conventional Weapons (CCW) saw the adoption, by consensus, of eleven guiding principles
as affirmed by the Group of Governmental Experts on Lethal Autonomous Weapons Systems
(GGE LAWS). In its final report, the 2019 Meeting of High Contracting Parties also stated
that the GGE LAWS is to consider those guiding principles which it may further develop and
elaborate, and use them, among other elements, "as a basis for its recommendations in
relation to the clarification, consideration, and development of aspects of the normative and
operational framework on emerging technologies in the area of lethal autonomous weapons
systems".

2. In our view, the guiding principles do not in any way constitute the end point of the
work of the GGE. We consider them a useful and valuable starting point to build substance
towards a normative and operational framework. Four principles in particular are of
relevance to building substance towards a normative and operational framework. These are:
guiding principles (a), (b), (c), and (d).

3. Although each of these four principles can be discussed on its own merit, they are
clearly interconnected and, together with ethical standards, help to form a coherent approach
to understanding and addressing the challenges posed by weapons systems based on
emerging technologies in the area of LAWS.

Comments on Guiding Principles

International humanitarian law continues to apply fully to all weapons systems
including the potential development and use of lethal autonomous weapons systems.

4. It is indisputable that all weapons systems must be developed, deployed, and used, in
conformity with International Humanitarian Law (IHL). International Law encompasses the
key requirements of state responsibility and individual accountability. These obligations
entail that States and individuals are responsible and accountable for applying the law and
are the ones that must be held accountable for violations.

5. Application of and compliance with key IHL rules and principles in the conduct of
hostilities — such as the principles of distinction, proportionality, and precautions in attack,
the prohibition of indiscriminate attacks, as well as the Martens Clause — require context-
specific value-based judgment by a human, which, with respect to emerging technologies in
the area of LAWS, must not be substituted by autonomous machines or systems. Human
control must therefore be retained in order to allow compliance with IHL.

6. The key question under guiding principle (a) lies thus in clarifying whether existing
IHL is sufficiently specific to address issues arising from the potential use of weapons
systems based on emerging technologies in the area of LAWS.

7. Questions indeed arise around the precise degree and nature of human control over
weapons systems based on emerging technologies in the area of LAWS required for ethical
acceptability and to comply with IHL rules notably, to limit attacks strictly to military
objectives, to assess the civilian harm and military advantage expected from an attack, to
refrain from launching a disproportionate attack, to take all feasible precautions in the choice
of means and methods of attack with a view to avoiding, and in any event, to minimizing
incidental civilian harm, and to uphold the principles of humanity and dictates of public
conscience (Martens clause).
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8. In the development of a normative and operational framework the following elements,
inter alia, should also be considered:

1.The necessity of sufficient predictability and reliability of the weapons system (cf.
black box concern);

2.The necessity of ensuring that the weapons system responds as intended by the
developer and user to the operational specificities of pre-planning and dynamic
targeting;

3.The avoidance of data bias and programming shortfalls in complex systems;

4.The necessity of ensuring the weapons system’s adaptability to a change in
circumstances, including the possibility to cancel or suspend an attack including if it
becomes apparent that the objective is not a military one or is subject to special
protection or that the attack may be expected to cause incidental loss of civilian life,
injury to civilians, damage to civilian objects, or a combination thereof, which would
be excessive in relation to the concrete and direct military advantage anticipated;

5.The necessity of ensuring that weapons reviews are conducted with a full
understanding of the weapons’ capabilities and limitations, and sufficient confidence
about its effects in the expected circumstances of use.

9. To address these specific issues, an appropriate normative response requires a
transparent, process-oriented framework based on a set of criteria for evaluation. Such a
framework could help to ensure that weapons systems based on emerging technologies in the
area of LAWS are developed, deployed, and used in full conformity with International Law
and, in particular, IHL. The criteria upon which this framework would be based are detailed
below in our comments on guiding principle (c) on human-machine interaction.

10.  Weapons reviews, including art. 36 reviews, will continue to play an important role
in weapons development. Nevertheless, in the evaluation of weapons systems based on
emerging technologies in the area of LAWS, key challenges in the regulation and the nature
of the systems should be considered, through a regular evaluation process, which should take
into account the criteria detailed under guiding principle (c) below and be applied across the
life cycle of a weapons system.

(¢) Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range of
factors should be considered including the operational context, and the characteristics
and capabilities of the weapons system as a whole.

11.  Guiding Principle (c) on human-machine interaction is a key principle to build
substance for a future normative and operational framework on weapons systems based on
emerging technologies in the area of LAWS. In our view, one of the main tasks of the GGE
LAWS will be to elaborate a common understanding of the type and degree of human-
machine interaction that will be needed to ensure compliance with International Law and, in
particular, IHL.

12. Human-machine interaction provides an entry point for setting out the building blocks
of human control over such weapons. It recognises the necessity of retaining human control
over the weapons systems and is a critical element in ensuring that there is no accountability
gap in the design, development, deployment and use of weapons systems based on emerging
technologies in the area of LAWS. Human control, responsibility and accountability are also
intrinsically linked to the important ethical and moral considerations that should form part of
the GGE’s work. Fundamentally, guiding principle (c) on human-machine interaction should
take into account that human control over the critical functions of such a weapons system
requires control throughout the life-cycle of the weapon.

13 Guiding Principle (c) recognises that human-machine interaction may take various
forms and be implemented at various stages of the life cycle of a weapon. It also states that
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(b)

(d)

a range of contextual (operational context) and technical considerations (characteristics and
capabilities of the weapon) should be considered in determining the extent and quality of that
interaction.

14.  As mentioned in section I1(a) above, the process-oriented normative and operational
framework should therefore be based on the following criteria:

Contextual considerations:

(@  Whether the weapons system is capable of reading the operational context
correctly and whether it demonstrates a sufficient level of situational awareness (i.e. its ability
to adequately perceive and react to changing circumstances). These elements should be made
sufficiently transparent to the human agent;

Technical considerations:

(b)  Whether adequate limits on tasks and types of targets are in place to allow the
weapons system to be operated with sufficient degrees of reliability and predictability in the
identification, selection and engagement of targets;

(¢)  Whether adequate environmental limits, including spatial and temporal limits,
are in place to ensure that the decisions, made at the planning stage, including legal
assessments, are respected throughout the execution stage;

Forms of human-machine interaction:

(d)  Whether meaningful human control is exerted and retained over the critical
functions of a weapons system — i.e. in the identification, selection and engagement of
targets — to ensure the necessary context-specific value judgment required in the application
of IHL rules and principles;

()  Whether the degree of human control allows for human supervision and
intervention, where adequate, in order to prevent redefinition of the weapons system’s
mission without human validation and to interrupt or deactivate the carrying out of
autonomous functions if needed.

15.  In order for weapons systems based on emerging technology in the area of LAWS to
be operated in conformity with IHL, the following three challenges need to be considered
when designing, deploying and using such weapons systems:

) Cognitive limitations of the system (lack of common sense and human
judgement);

(o)  Epistemological limitations (i.e. the system making judgments based on data
that are biased, incomplete, or not fully appropriate to the situation);

(h)  Algorithmic bias.

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system.

AND

Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control.

16.  While acknowledging that they are distinct principles, given the commonalities that
exist between guiding principles (b) and (d), and in an attempt to avoid repetition, this section
of the joint-commentary will address principles (b) and (d) together. Both guiding principles
are essential to build substance for the normative and operational framework on emerging
technologies in the area of LAWS.

17.  Given that human responsibility and accountability cannot, under any circumstances,
be transferred to machines, a normative and operational framework will need to reflect that
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human responsibility and accountability are maintained throughout the entire life-cycle of
any weapons system based on emerging technologies in the area of LAWS.

18.  During discussions at the GGE, the terms "responsibility" and "accountability" have,
at times, been used interchangeably. Yet, it is important to recall that they refer to related but
distinct concepts. "Human Responsibility" can be considered as encompassing moral and
ethical considerations as well as legal obligations and expected conduct. "Accountability"
can be considered to relate to legal liability and legal consequences. The concepts are
mutually reinforcing with clear and distinct lines of responsibility improving the
accountability and attribution process.

19.  International Law, particularly International Humanitarian Law, International Human
Rights Law, and International Criminal Law, including the rules of attribution and
responsibility applicable in a given case, apply fully to any weapons system. Thus, in our
view, both human responsibility and accountability apply throughout the design, deployment
and use of any weapons system.

20.  Interms of scope, it is also important to stress that in International Law, responsibility
and accountability apply at State and individual levels. A human chain of command and
control must always be ensured during the deployment and use stages of the life cycle of
such weapons systems.

21.  The starting point in interpreting guiding principles (b) and (d) is that such systems
must not be designed, deployed or used without a clear line of responsibility and full
accountability. This highlights the necessity of maintaining human control of the systems to
ensure responsibility and accountability, and underscores the importance of developing a
common understanding of guiding principle (c).

22. A key issue reflected in guiding principles (b) and (d) is the recognition that an
increasing level of autonomy in weapons systems may pose challenges in the attribution of
conduct to individuals and holding them to account. Issues including, but not limited to, mens
rea, recklessness, negligence, or misconduct in the deployment and use of weapons systems
based on emerging technologies in the area of LAWS may be particularly difficult to assess.

23.  The ultimate goal in including guiding principles (b) and (d) in a normative and
operational framework is to prevent any ambiguities or inconsistencies in the attribution of
responsibility and accountability that may arise from the design, deployment or use of such
systems since any ambiguity would increase the risk of impunity and undermine confidence
in the efficacy of the framework. It is essential that responsibility for the use and for the
consequences of the use of a weapons system can be clearly assigned.

24.  With advances in artificial intelligence and machine learning, predictability is another
complicating factor that merits further attention. For instance, it may be necessary to take
precautions to ensure that a weapons system is not capable of changing certain mission
parameters without human validation. It must also be ensured that commanders and operators
are informed about any new characteristics, functions and parameters of weapons systems
and are trained accordingly before the deployment or use of such systems in the field.

25. A State that deploys or uses weapons systems based on emerging technologies in the
area of LAWS must and will be accountable for the consequences of its use. Including these
principles in the normative and operational framework aims to ensure that relevant actors,
particularly those in the chain of command, have sufficient understanding of weapons
systems based on emerging technologies in the area of LAWS under their control.

Concluding Remarks

26.  Considering all the issues developed above, we are of the view that a normative and
operational framework should ensure that human control is exerted and retained over critical
functions of any weapons system based on emerging technologies in the area of LAWS.
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27.  The nature and degree of human control may vary during the life cycle of a weapons
system. There is also no accountability without human control in all phases such as design,
development, deployment and use of any weapons systems.

28.  Human control, responsibility and accountability are furthermore intrinsically linked
to the important ethical and moral considerations that should form part of the GGE’s work
and apply across the development, deployment and use stages of a weapons system. In
developing a normative and operational framework, it will be necessary to consider the
implications of guiding principles (b) and (d) with respect to developers and manufacturers
as well, as they bear responsibility in the design and programming stages of the weapon. This
is particularly relevant for issues related to data bias, which can impact targeting, and
malicious or careless programming.
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Austria

1. The Chair of the Group of Governmental Experts on Emerging Technologies in the
Area of Lethal Autonomous Weapons Systems (GGE LAWS) 2020 encouraged State Parties
to the Conventional Weapons Convention (CCW) to share views on national
operationalization of the Guiding Principles agreed and subsequently adopted by States
Parties of the CCW. Austria appreciates the opportunity to share and exchange
understandings of international law, including human rights law and international
humanitarian law.

2. However, it has to be mentioned that the guiding principles agreed in the GGE LAWS,
represent Guiding Principles developed initially in 2018 with the intention affirmed in their
preamble that “international law, in particular the United Nations Charter and international
humanitarian law (IHL) as well as relevant ethical perspectives, should guide the continued
work of the Group. Noting the potential challenges posed by emerging technologies in the
area of lethal autonomous weapons systems to IHL.”

3. In line with the mandate given by the Meeting of High Contracting Parties of the CCW
to the GGE in 2019, which reads

“The Group is to consider:
6.the guiding principles, which it may further develop and elaborate
7.the work on the legal, technological and military aspects
8.the conclusions of the Group, as reflected in its reports of 2017, 2018 and 2019

and use them as a basis for its consensus recommendations in relation to the clarification,
consideration and development of aspects of the normative and operational framework on
emerging technologies in the area of lethal autonomous weapons systems”,

4. Austria wishes to seize this opportunity to share its views on guiding principle a)
“International humanitarian law continues to apply fully to all weapons systems, including
the potential development and use of lethal autonomous weapons systems.”

5. Over years of discussions in the GGE, it has become all the more evident that rapid
progress of technologies, particularly in the area of autonomous weapons and artificial
intelligence (Al) will impact armed conflict, the application of international law (IL),
including international humanitarian law (IHL) and human rights law (HRL), and might even
change the future of warfare with potential global impact. History has also demonstrated that
particularly sophisticated weapon systems, once developed, do not remain confined to a
single county, but are also strived for by others, be it through development, acquisition or
proliferation. It is Austria’s understanding that the complexity of the issues, rapid
technological advances, and their potential legal, humanitarian, security and — last but not
least — ethical challenges led to the establishment of expert work in the CCW on emerging
technologies in the area of LAWS in 2014.

6. The notion of reaffirming the applicability of the international legal order to emerging
technologies in the area of LAWS is important. Yet, given the enhanced technological
capabilities, which are difficult to predict in their entirety today, but which potentially include
the notion of transferring control over (lethal) weapon systems to machines, make the
question of meaningful human control all the more important. In Austria’s view it is not only
about a legal, humanitarian, security and ethical imperative, but also a question of
accountability, responsibility and ultimately political responsibility and control of how
hostilities are conducted in the future. In our view, these questions cannot be fully answered
in the context of existing norms, but require further clarity to prevent unintended
consequences in the long run.

7. The underlying basis of the GGE’s work is the reaffirmation that IL and IHL in
particular, apply to LAWS and that the choice of means of warfare is not unlimited. While
there is consensus, as i.a. expressed in guiding principle a), that the international legal order
applies to emerging technologies in the area of LAWS, the main question remains if there is
a need to specify certain elements given the substantively new capabilities of emerging
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technologies in the area of LAWS. Never before has it been more urgent to address specific
issues, e.g. safeguarding human control over selecting and engaging the target, triggering a
multitude of responsibilities and obligations under international law. The human element is
critical to IL and IHL compliance. Now, the key question is to determine the type and degree
of human control necessary to ensure compliance with IL, IHL, the core principles of IHL
and customary IL, such as the dictates of public conscience. Legal obligations, responsibility
and accountability can, by definition, not be outsourced to machines as international legal
norms are based on humans.

8. The assessment of compliance with the existing standards and rules under IHL has to
be considered in a contextual manner in light of concrete circumstances. Circumstances on
the battlefield are of an evolving nature and human control of a weapon and human
judgement are necessary prerequisites.

9. Among a multitude of obligations and responsibilities, there are at least two
dimensions noteworthy to IL and IHL compliance: First, the legality of a weapon per se and
second, the question of lawful use of a certain weapon. In Austria’s view, the level of
autonomy, particularly in the selection and engagement of targets, is decisive for determining
the legality of a weapon per se as well as the potential of legal use of a weapon system.

10.  First, means and methods of war are not unlimited. In Austria’s view, with increasing
levels of autonomy of weapon systems, the question of legality of a weapon per se deserves
particular attention. During the development of new technologies, states must ensure that any
potential weapon would per se be capable to be used in respect of IL and its basic principles
such as distinction, proportionality and precautions in attack. If a weapon is by its mere
design not compatible with IL, it must not be developed. IL recognizes the concept of
weapons that are indiscriminate by nature, due to their unacceptable humanitarian harm, and
thus must not be developed. However, this evaluation is subject to weapon reviews, which
will be addressed at the end of this paper.

11.  Second, when exploring the limits of the acceptable, the question of possible lawful
use of a certain weapon system is another key consideration. It is noteworthy that lethality
per se is not a concept in IHL. In other words, a weapon that delivers lethal effects might
very well be used in compliance with IHL. The same reasoning is valid for autonomy, but it
is a question of the level of autonomy. It is important to consider the key challenges
autonomous weapons systems without meaningful human control over critical functions
would pose to IHL. IHL compliance is highly context-dependent, which is particularly
sensitive when it comes to emerging technologies with autonomy in critical functions. Any
use of a new weapon needs to comply inter alia with the three fundamental IHL principles,
namely the principle of proportionality, distinction and precaution in attack. In this context
we wish to recall Austria’s 2015 working paper on meaningful human control.

12.  The principle of precaution, requiring that an attack must be cancelled or suspended
if it becomes apparent that the objective is not a military one or is subject to special protection
or that it would violate the rule of proportionality, is also challenged by the potential
development of LAWS. There needs to be a possibility for humans to override the system.

13.  In the context of LAWS, ethical considerations deserve particular attention. The
appropriate legal framework is provided for inter alia by the dictates of public conscience
and the principles of humanity, as referred to in the Geneva Conventions, but also in the
CCW preamble. IHL is grounded on the basic values of humanity shared by all civilizations.
The Martens clause demands the application of “the principle of humanity” in armed conflict.

14.  Ensuring meaningful human control requires a multidimensional approach, which
also relates to the level of predictability and reliability required to ensure human control and
the necessary required human legal and situational judgement. An important question
remains the unpredictability of machine learning algorithms, especially considering their
underlying data. Setting boundaries — or operational constraints — in the operation of an
autonomous robotic system — for example, on the task, time-frame of operation, scope of
movement in or over an area, and operating environment — can contribute to increasing
predictability. Predictability and reliability are crucial for IHL compliance as both contribute
to the ability to estimate the expected effects and results of a particular weapon use.

GE.21-04927



CCWI/GGE.1/2020/WP.7

GE.21-04927

15.  While some weapon systems developed in the past where automated, e.g. based on a
binary if-then function (e.g. defensive weapons with pre-defined targets such as specific
missiles in a specific area), the question of how compliance with international law, in
particular international humanitarian law and its principles, can be ensured in the context of
potentially merely algorithm-driven selection or engagement of targets, remains broadly
unanswered by the international community. The general notion that the international legal
order applies can be helpful in this regard. Some countries have published doctrines on
national legal and ethical limits to weapon development. Yet, if there is no common
understanding of different states applying the currently nonspecific rules of international law,
including international humanitarian law and human rights law, to the particular case of
LAWS, the international legal acquis risks to become subject of mere national
understandings and interpretations of the broadest guidelines and legal obligations of
international law, including international humanitarian law and human rights law.

16.  The legal weapon review outlined in Article 36 of the Geneva Additional Protocol of
1949 requires that “In the study, development, acquisition or adoption of a new weapon,
means or method of warfare, a High Contracting Party is under an obligation to determine
whether its employment would, in some or all circumstances, be prohibited by this Protocol
or by any other rule of international law applicable to the High Contracting Party.” Yet, the
procedure makes it very clear that the responsibility lies with the State itself to determine, if
in the particular State’s point of view a weapon or for the purpose of this GGE a weapon
system would be compatible to be operated within the applicable existing legal norms. This
is closely linked to the challenge of how States interpret existing norms (including IL, IHL
and the dictates of public conscience). In the absence of a specific legal norm, States could
differentiate in their assessment, if a weapon system is compatible with IL, potentially
opening the door to uncertainties in the application of norms by using different standards.
For reasons that go well beyond this paper, it is clear that detailed information of weapons
development, including potential capabilities, is unlikely to be shared in real time with the
broader international community. History shows that detailed insight into weapon reviews is
provided, if ever, only years after a particular weapon system was considered for
development. In the light of emerging technologies advancing at an unprecedented pace, such
insights would be possibly shared at a stage when the information exchange might be too late
to influence policy decisions in other states.

17.  Therefore, Austria considers the necessity of developing specific international law in
the context of autonomous weapon systems without meaningful human control over the
selection and engagement of a target as an urgent matter to be dealt with by the international
community. In our view, it is key to preserve human moral dignity, the rule of law and
international security as a whole. The absence of clear legal norms regulating LAWS might
ultimately challenge many of the previous achievements in international law, international
humanitarian law, the ethical principles enshrined as a minimum standard in the Martens
clause and human rights law. In the past, in cases where states felt the need to further clarify
international law, more specific regulations were adopted. Under the CCW, the Protocol 1V
is a case in point, where states given the potential gravity of such weapons being developed,
recognized that blinding laser weapons should be prohibited preemptively. In Austria’s view
the GGE should urgently intensify focus and efforts on minimum requirements for human
control, with a view to adopting a legally binding norm.
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China

1. The current “Eleven Guiding Principles” are positive results of arduous discussions,
and reflect the consensus of all parties concerned. These principles are also the expression of
the rationale enshrined in the UN Charter, International Humanitarian Law and other
universally recognized legal and ethical concepts, and therefore could serve as basic
guidelines for countries to regulate the military applications of Artificial Intelligence (Al).
This achievement also shows clearly that the international community has both the will and
the ability to address all possible issues caused by LAWS, and that the UN Convention on
Certain Conventional Weapons (CCW) is the appropriate framework to deal with LAWS-
related issues.

2. China is of the view that the “Eleven Guiding Principles” has laid a useful foundation
for GGE’s further discussions. This hard-won achievement should be cherished and not
advisable to reopen for discussion. In the future, parties concerned may add new guiding
principles on the basis of consensus and in line with the development of Al technologies.
Meanwhile, the GGE should continue to discuss definition, technologies, military
applications, policy options and other related issues according to the mandate of the Fifth
Review Conference of the High Contracting Parties to the Convention with a view to
negotiating a legally binding international instrument when conditions are ripe.

3. As for the operationalizing of the principles, countries may take further specific
measures to implement them within their existing legal and military regulatory regime in line
with the requirements of these Principles. These measures may include the development of
industry norms, ethical declarations and guideline for action so as to strengthen guidance to
and oversight of the development of related technologies. China encourages countries to
actively conduct international exchanges and share best practices on a voluntary basis.

4. China pays high attention to the security and ethical challenges posed by emerging
technologies. In July 2017, China released the New Generation Artificial Intelligence
Development Plan, which made some proposals on laws, regulations and ethical norms for
the development of Al, including building a framework for the development of Al,
formulating a code of conduct for product developers, and enhancing assessment of potential
threats. In June 2019, the National Governance Committee for the New Generation Artificial
Intelligence put forward eight principles and guidelines for the responsible development of
development of Al, including Harmony and Human-friendly, Fairness and Justice, Inclusion
and Sharing, Respect for Privacy, Safety and Controllability, Shared Responsibility,
Openness and Collaboration, Agile Governance. In July 2019, the Chinese government
established the National Ethics Committee on Science and Technology, which will guide and
regulate the dual-use application of science and technology including Al through legislation,
law enforcement and review.

Besides, the Chinese academia, scientific research community and relevant
associations have also made active efforts in promoting self-discipline. “Chinese Young
Scientists’ Declaration on the Governance and Innovation of Artificial Intelligence” ,*“Six Al
Principles”, “Beijing AI Principles”, “Shanghai Initiative for the Safe Development of
Artificial Intelligence” were released successively, which made it clear that the fundamental
purpose of Al technologies should be to benefit mankind and the moral principles, dignity
and human rights of all mankind and the moral principles, dignity and human rights of all
mankind should be safeguarded. This fully demonstrates China’s responsible approach to
participate in ethics building in the global governance of Al.

5. China will continue to participate in the GGE work on LAWS in an active and
constructive manner, and to share China’s policies and best practices in order to make
positive contributions to properly solving the concerns caused by LAWS.
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Colombia

1. Colombia recognizes the work of the Governmental Group of Experts (GGE) on
Emerging Technologies in the Area of Lethal Autonomous Weapons Systems (LAWS)
within the Convention on Certain Conventional Weapons (CCW) as a space for dialogue to
discuss the eventual challenges that represent Lethal Autonomous Weapons Systems LAWS)
and to continue forward on the discussion about the creation of effective policies and
measures that lead towards international peace, stability and security.

2. This work also underscores the importance of the 11 guiding principles of the GGE
LAWS as a reference framework for the construction and development of rules of
international law, as well as a regulatory framework and a national operation.

3. At national level, the operationalization of the 11 guiding principles may have several
administrative and financial implications, thus the National Government will have to
determine how they will be implemented, not only as a short or medium term policy, but as
public policy that may last in time and progresses as its institutions do so.

4. Considering the operational commitments acquired by the Colombian State, specially
by its public force, the adaptability of the principles on the internal normative framework,
likewise and its application obey to the whole state structure.

5. For its operationalization, it is necessary to take on account that, according with
articles 9, 93 and 214 (section 2) of Colombian Political Constitution (1991), the State has to
analyse the opportunity, convenience and conductivity on which these types of international
rules adhere to the national legal framework in order.

6. Once the 11 guiding principles became part of the national constitutional bloc, the
Military Forces — part of the executive branch — under protection of Article 217 of the
Political Constitution, would guide their efforts towards the full compliance of all military
orders product of the adaptation process of national interest and state policies.

7. From the Military Forces' view, it is necessary that the 11 guiding principles turn into
the required normative process in order to become an integral part of the Decision Making
Military Process (PMTD in Spanish) as well as the Command Procedure to convey them in
all the Strategic, Operational and Public Force's Tactical levels.

8. It is important that the 11 guiding principles are based on the spirit of International
Human Rights Law and International Humanitarian Law, whose international conventions
“make part, in generic sense, of the normative body of Human Rights, given that, both human
rights treaties in strict sense and Humanitarian Law conventions are ius cogens norms that
seek to protect human dignity above all.”

9. Colombia pays special attention to the approach of the guiding principles related to
the interaction between human being and the machine in the life cycle of lethal autonomous
weapons systems (principles b and c), in view of such, it is considered that humans must
determine the use of force through the means available to it, and always with the
understanding of superfluous damage or unnecessary injury relief.
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Costa Rica

1. The Permanent Mission of Costa Rica to the United Nations Office and other
international organizations in Geneva presents its compliments to the 2020 Chair of the
Group of Governmental Experts related to emerging technologies in the area of lethal
autonomous weapons systems GGE LAWS of the Convention on Certain Conventional
Weapons, and avails itself of this oppoltunity to the refer to the communication sent by
UNODA on behalf of the Chair of GEE on LAWS, dated 14 July, 2020, and other previous
communications (18 March and 24 March, 2020).

2. In this respect, the Permanent Mission of Costa Rica recognizes the importance of the
work of the GGE LAWS and its mandate, particularly in the context of the limitations posed
by the pandemic of the COVID-19, to hold sessions of the Group as previously scheduled.

3. Also, as stated in our note verbal to the Chair of the GGE LAWS dated 31 March,
2020, and as expressed during previous formal sessions of the GGE, our delegation values
the common understandings reached so far, and considers the guiding principles as a good
basis to deepen our discussions, particularly as it relates to the element of human control.

4. Furthermore, our delegation has cautioned against stirring the work of the GGE solely
based on the guiding principles, as they do not constitute an end in themselves, nor enjoy any
legal status. Noting the above, we refer herein to some elements to which our delegation
attaches great importance, in the context of the GGE mandate. We also reiterate, that Costa
Rica has reserved its position as to further comment on the scope and methodology of work
chosen by the Chair of the GGE to seek substantive inputs from the delegations, as well as it
regards to any other aspects included in related communications.

5. For Costa Rica, international law, including international human rights law,
international humanitarian law, and ethical and moral considerations, must be taken into
account as the GGE carries on its discussions for addressing the humanitarian and
international security challenges posed by emerging technologies in the area of lethal
autonomous weapons systems, including for considering and developing an international
normative framework. The weaponization of technologies continues to advance at a rapid
pace, including in the field of autonomous weapon systems (AWS), which urgently calls for
an international agreement that limits the development and use of said weapon systems, and
in light of humanitarian, legal and ethical concerns. This call has been echoed by the United
Nations Secretary General in his Agenda for Disarmament: securing our common future.

6. The GGE has stated, in accordance with international law and the principles of
international humanitarian law (IHL), that humans must retain and exercise responsibility for
the use of weapon systems and the use of force. In practical terms, measures of meaningful
human control shall be applied to the life cycle of AWS, so that individual and State
responsibility and accountability can be asserted. Furthermore, autonomy in weapon systems
cannot be unlimited, and current instruments do not regulate or limit said autonomy, creating
a vacuum for effective governance and risk mitigation.

7. The unpredictability of AWS as it relates to the changing environment in which they
operate, provide for these weapon systems to pose serious risks for civilians and civilian
objects, which must be addressed. As elaborated by the International Committee of the Red
Cross (ICRC) and the Stockholm International Peace Research Institute (SIPRI), among
others, controls on the weapon system's parameters of use (e.g. allowing for deactivation and
fail-safe mechanisms), controls on the environment (e.g. excluding the presence of civilians
and their objects, temporal and spatial constraints, etc.), controls through human-machine
interaction (e.g. allowing the user to supervise the AWS and to intervene in its operation
where necessary, including through the overriding, abortion or deactivation of tasks or
mission) could help reduce and/or compensate for the unpredictability inherent in the use of
AWS and its potential risks. Even more so, control measures must be conceived and
combined, to help ensure legal compliance, ethical and moral acceptability and operational
utility of the AWS.

8. From an artificial intelligence perspective, AWS lack fundamental human
characteristics that take relevance when making decisions about the lives of others; whereas
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self-learning, multiple data and algorithmic bias, insufficient reliability and the possibility of
being hackable, may pose additional challenges for compliance with international law and
the thresholds for the use of armed force. On the other hand, Costa Rica recognizes the
importance of technological developments and their application for peaceful purposes.

9. Finally, Costa Rica underscores that proposals for a political declaration, code of
conduct, and other voluntary and confidence building measures, including national weapons
review processes, are not exclusive but complementary. The aforementioned shall not
preclude the development of an international binding agreement stipulating prohibitions and
regulations on AWS.

10.  The Permanent Mission of Costa Rica avails itself of this occasion to restate to the
2020 Chair of the Group of Governmental Experts related to emerging technologies in the
area of lethal autonomous weapons systems GGE LAWS of the Convention on Celiain
Conventional Weapons, our dispasition to engage in a constructive and inclusive dialogue to
advance the works of the GGE LAWS, and reiterates the assurances of its highest
consideration.
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Cuba

1. Cuba does not possess nor develop lethal autonomous weapon systems. Since the
beginning of the discussions on this matter, it has maintained a consistent position on that
category of weapons, which has been registered and recorded at the meetings of the Groups
of Government Experts on Emerging Technologies in the Field of Lethal Autonomous
Weapons Systems.

2. Our country has actively and constructively participated in the negotiations of the
Group of Governmental Experts. With regard to the 11 guiding principles adopted by said
Group, we believe that they constitute a starting point for identifying and clarifying common
understandings and that they could serve as a basis for the negotiations and subsequent
developments of a regulatory framework.

3. While these principles can be further developed, they cannot by themselves curb the
threat posed by lethal autonomous weapons systems, nor do they replace the need for a strict,
legally binding international regulatory framework that includes a ban on weapons not
subject to human control.

Principles (a) and (h)

4. The lack of a definition and primarily of a regulation on these weapons systems in the
context of international humanitarian law imposes new challenges and higher stakes on
States. It is expected that this intelligent weaponry will be able to seek out and attack military
targets and people, using lethal force without human intervention.

5. We have defended, in all the relevant multilateral forums, that all autonomous
weapons which cannot comply with the provisions of international law and international
humanitarian law should be banned, even before they begin to be produced and deployed on
a large scale. This is a preventive approach, based on the principle of precaution.

6. The use of lethal autonomous weapons would not be able to ensure compliance with
and observance of the rules and principles of international law.

7. Fully autonomous weapons could be used in contravention of the principles of
sovereignty and territorial integrity of States, which are enshrined in Article 2 of the United
Nations Charter. The sovereignty and territorial integrity of States has already been violated
through the use of weapons systems with a certain degree of autonomy, in order to carry out
espionage or commit extrajudicial killings, among other actions. Under no circumstances is
the violation of the principles of sovereignty and territorial integrity acceptable. Even when
the prescribed use of these weapons is for non-military purposes, the State in which they are
used must have given its consent prior to the fact.

8. Based on the available information and technology, we believe that the use of these
weapons could not guarantee compliance with and observance of the basic principles of
international humanitarian law, such as the distinction between civilians and combatants,
proportionality, and others.

9. We have therefore advocated for a legally binding instrument within the framework
of the Convention on Certain Conventional Weapons that would prohibit LAWS.

10.  Although we do not have programs associated with the development of this type of
weaponry, Cuban national legislation regulates aspects directly related to the observance of
the principles of international humanitarian law and, therefore, to the operationalization of
these two guiding principles.

Principles (b), (c) and (d)

11.  Autonomous lethal weapons are not capable of making complex decisions. They have
a limited capacity to perceive the overall conflict environment as well as to adapt to
unexpected changes, and they cannot effectively determine human intentions.
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12.  Consequently, Cuba has expressed its concern over the possible use of these weapons
systems aimed at dehumanizing conflict, and, in this sense, we believe that machines cannot
replace human beings in the most important decisions of war, and in no event can they decide
on people's lives. All autonomous weapons that do not maintain human control over these
aspects (aspects such as selecting the target and attacking it) must be banned. The degree of
autonomy and lethality are the basic characteristics that should guide the prohibition or
regulation of autonomous weapons. The greater the autonomy and lethality, the stricter the
framework that regulates them should be.

13.  We advocate for the adoption of a legally binding international instrument that bans
the manufacture, possession, and use of fully autonomous weapons and establishes specific
regulations for the use of semi-autonomous weapons.

14.  In order to move forward in the discussions, an agreed definition of autonomous
weapons is of vital importance. We regret that this important issue has been left aside.

15. A definition of these weapons should consider both fully autonomous and semi-
autonomous weapons.

16.  Fully autonomous weapons should be understood as those that act without human
supervision once they have been deployed.

17.  Semi-autonomous weapons should be understood as those that have the supervision
of a human controller, at least in their critical functions, e.g. for target selection and attack.

18.  With the use of fully autonomous weapons, the responsibility of a State for
internationally wrongful acts, or violations of international law, could not be effectively
assessed. The very characteristics of autonomous weapons render it difficult or even
impossible to attribute responsibility to a State or an individual in the event of illicit acts
involving the use of these weapons.

19.  Any State or individual which is responsible for illicit acts involving the use of
autonomous lethal weapons should be held accountable.

20.  To be able to assess and assign responsibility is one of the elements that reinforce the
need for human control. Any programmer who intentionally programs an autonomous
weapon to commit war crimes should also be held accountable.

21.  In Cuban national legislation, articles 5, 42, 43, 44, and 45 of Act No. 22, "Military
Crimes Act", of February 15th, 1979, provide dispositions for aspects related to the military
chain of command and the individual responsibility of combatants. Said provisions relate to
the operationalization of these three guiding principles.

Principle (e)

22. Itis an obligation of States to ensure that their weapons comply with the rules and
principles of international law, including international humanitarian law. New technologies
have to comply with international law as well. Article 36 of Protocol | Additional to the
Geneva Conventions of 1977 clearly states that when a High Contracting Party studies,
develops or acquires or adopts a new weapon, means or method of warfare, it has an
obligation to determine whether its use would, under certain conditions or in all
circumstances, be prohibited by that Protocol or by any other rules of international law
applicable to that High Contracting Party.

23.  However, national reviews of new weapons are not, in themselves, a sufficient
measure to regulate autonomous weapons. National reviews should be understood as a
complement to a specific new international standard that is necessary for this new category
of weapons. The lack of uniformity of national measures for the review of these new
standards is another element that reinforces the need for a specific international rule specific
to autonomous weapons.

GE.21-04927



CCWI/GGE.1/2020/WP.7

GE.21-04927

Principles (f) and (g)

24.  Everything that runs on software can be attacked or hacked by State and non- State
actors. Lethal Autonomous weapons do not escape this phenomenon, as they are complex
emerging systems that will never be completely immune to the vulnerabilities identified in
traditional weapon systems. Due to their nature, autonomous weapon systems will be
especially vulnerable to cyber operations.

25.  We cannot rule out the possibility that the interactions these weapons withstand in the
field during military operations, could damage both their software and hardware and, since
they are totally autonomous and lack human monitoring and control, there would not even
be the possibility of aborting an operation which has already been carried out by one of these
defective weapons. This type of technical damage to which any machine is exposed to could
lead, in this particular case, to major disasters and considerable losses, both human and
material.

26.  Fully lethal autonomous weapons with long deployment times raise cyber-security
concerns because, the longer such a system is deployed, particularly if it is out of
communication, the more time an "adversary” will have to discover and exploit
vulnerabilities, all the while remaining undetected. If a vulnerability related to security were
to be identified in a fully autonomous object operating in environments with limited
communications, we would have to wonder whether it would be possible to remotely correct
the vulnerability, recover the object or at least initiate a fail-safe shutdown mode. Hence, the
importance of maintaining human control over this type of weapon.

Principles (i), (j) and (k)

27.  The importance of the peaceful use of intelligent autonomous technology is not
unknown, nor is it denied. There is a general agreement on the fact that progress and access
to the peaceful uses of these technologies should not be hindered. However, the goal is to
engage, as soon as possible, in setting limits on the development of lethal autonomous
weapons and to regulate the use of intelligent autonomous technologies for military purposes,
in particular by prohibiting their use for the manufacture and development of autonomous
weapons.

28.  The apparent tactical benefits resulting from the use of lethal autonomous weapons
may cause possessor States to stop considering armed conflict as a last resort. In doing so,
they could increase international conflicts and thus their casualties. The possession of these
weapons by unauthorized non-state actors would also represent a danger to governments and
civilian populations.

29.  We recognize the work of the Group of Governmental Experts on Emerging
Technologies in the Field of Lethal Autonomous Weapons Systems and support its mandate,
within the framework of the Convention on Certain Conventional Weapons, to achieve
concrete strategies to address the security, ethical and humanitarian challenges posed by
emerging technologies in the field of lethal autonomous weapons systems.

30.  We favor the advancement of this important issue within the framework of the United
Nations. The impasse we are facing in the Convention on Certain Conventional Weapons is
regrettable. It is also understandable that States and civil society that support an instrument
banning these weapons are seeing their actions and aspirations paralyzed in the GGE and are
trying to bring the issue before the General Assembly. We do not favor the initiation of a
negotiation process outside the UN system.
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Ecuador

Ecuador would like to acknowledge and appreciate all the efforts undertaken by the
Chair of the Group of Governmental Experts on Lethal Autonomous Weapon Systems (GGE
LAWS) in 2020 to achieve progress in the discussions of the Group. In this regard, Ecuador
would like to submit the following comments in relation to the idea of operationalization of
the guiding principles at the national level:

+ Ecuador considers that the adoption of the guiding principles implies an
important advancement in the work of the GGE LAWS. Nevertheless, it
emphasizes that they do not constitute an aim in themselves; they serve rather
as a base element to guide the future work of the Group.

« In this regard, the fact that they have been characterized as guiding, and not
principles per se, indicates the necessity for further discussions on their
content in order to arrive at a common understanding on their meaning and
specific implications in the case of lethal autonomous weapon systems
(LAWS).

« Furthermore, Ecuador also does not consider them to represent a
comprehensive set of principles. They are a result of the minimum common
denominator among those elements of discussion, where agreement has been
possible until now.

 They are therefore, incomplete and, by themselves, far from sufficient to solve
the ethical, moral, technical, security and legal issues raised by the use of
emerging technologies in the area of LAWS.

+ Attempting to examine the interpretation or implementation of these guiding
principles at the national level is therefore, in Ecuador’s opinion, premature,
as no common understanding on their full meaning has been reached, and
insufficient, as many other ethical, moral and legal issues of crucial
importance would be left out.

« The GGE LAWS could rather focus its work on reaching a common
understanding on crucial elements of those guiding principles, such as the type
and extent of human control required (guiding principles ¢ and d), the means
to assure accountability (guiding principle b) and the specific ways in which
rules of international humanitarian law (IHL) should be interpreted and
applied in the case of LAWS (guiding principle a), among others.

« Clarifying these aspects, together with the consideration of other
indispensable elements, such as the implications on LAWS of compliance
with other applicable international law, including international human rights
law?, as well as with ethical and moral acceptability (and its implication on
the need for additional regulations and prohibitions related to the use of
emerging technologies in the area of LAWS), among others, would allow the
Group to determine where gaps in the current international normative
framework exist.

« This should then be followed by the development of the lacking and clarifying
elements in the international legal framework, including through the
negotiation of a legally binding instrument with regulations and prohibitions

! To this end, one must consider that although IHL and international human rights law are distinct and
have evolved separately, albeit in parallel, IHL is applicable in times of armed conflict, while
international human rights law is applicable in both, times of armed conflict and times of peace,
operating in a complementary manner to IHL in the context of armed conflict.

Furthermore, it is possible that some countries might consider the use of LAWS in national policing
activities in which the principles of international human rights law apply fundamentally, including basic
principles, such as the right to life, the right to reparation and the right to dignity.
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on the use of emerging technologies in the area of LAWS, as well as an
international operational framework that address the issues identified.

+ Only after the development of such a normative and operational framework,
should national implementation or operationalization be considered. This does
not imply in any way that sharing of national legislation, policies and best
practices is not useful in the development process of such an international
framework.
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Finland

Introduction

1. At the request of the GGE LAWS Chair, H. E. Ambassador Janis Karklins, Finland is
pleased to contribute to the discussion on the operationalisation of the 11 guiding principles
at national level.

2. In this paper, an attempt is made to present a basic framework for defining the required
level of human involvement in different phases of operational use of LAWS. Of the guiding
principles, focus is particularly on elements of human-machine interaction (c), accountability
(d), and risk assessment and mitigation measures (g).

Rationale

3. Discussions on LAWS often come back to the question of what autonomous features
and functions should be restricted or banned in the case of LAWS. It is also often argued that
computative control of LAWS cannot ever achieve the qualitative capabilities needed to
comply with IHL requirements, even with human-defined tasking within strict operational
restrictions and boundaries.

4. In this paper, the issue is approached from an alternate angle: What would constitute
an ethically sustainable and IHL compliant way to overcome the justified concerns regarding
LAWS, supposing that the required level of technological sophistication is reached one day?

5. Why is this approach relevant? Increasing capabilities of machine autonomy are
already visible in civilian applications and will continue to be developed in the coming years
regardless of military use. A quantum leap in computing could be just around the corner. In
weapons systems, higher precision and distinction is pursued for military purposes, but can
also support humanitarian objectives. However, the easier an advanced technology is to
apply, the easier it will be to use it for harmful purposes. In the near future, we might well
see armed autonomous civilian capabilities used for military purposes.

6. The most efficient way to ensure that future LAWS comply with IHL is to define a
framework for their legitimate use. At the same time, putting in place measures that enable
the responsible use of new technology will have obvious benefits also for the implementation
of IHL.

Framework for human involvement

7. As concluded in the GGE, the core question is how to guarantee an appropriate level
of human involvement both during the entire life-cycle of LAWS, and in an operative use-
cycle. In the following, a simplified five-phase framework for the appropriate level of human
involvement required to ensure compliance with IHL in operational use is presented. The
process is cumulative; each phase needs to be completed before proceeding to the next.

Phase 1. Weapons review

8. A rigorous weapons review, in line with Article 36 of the first Additional Protocol to
the Geneva Conventions, is essential for determining the legality of any new means or
method of warfare. In the area of emerging technologies, such as artificial intelligence and
machine autonomy, the review needs to be critical, wide in scope, multidisciplinary, and
detailed with regard to the intended use-cases. The level of admissible autonomy depends on
the context and its constraints, i.e., on the complexity of the operative use-case and the
sophistication of the cognitive skills of the weapons system. Integration of the weapons
review process in the entire lifecycle of LAWS, from early concept design to later phases, is
essential, as software is updated and evolves in design.

GE.21-04927



CCWI/GGE.1/2020/WP.7

GE.21-04927

Phase 2. Doctrine, organisation and training

9. All personnel involved in the operative planning and use of LAWS need to receive
the necessary training and education to enable them to fully understand the dimensions and
complexity of the particular LAWS in question. The easier the systems are to use for multiple
purposes, the more comprehensive training and education is needed for users to understand
the limitations of the system and the responsibilities of humans as its users. Military doctrines
and their operational and tactical implementation need to comply with IHL in their entirety,
including the use of LAWS. Responsibility and accountability of the chain of command must
be ensured throughout the organisation in all situations.

Phase 3. Mission planning and defining the box-of-operation

10.  The mission planning and tasking phase includes the task(s) given to LAWS by a
human, e.g., a military planner, or the commander of a mission. Detailed instructions to
describe the mission, specific tasks with attached priorities, criteria for accomplishment, and
mission-specific constraints to abort the tasks are described for the LAWS in this phase. In
operative use, the functioning of LAWS can be unexpected for the adversary, and still remain
legal. At the same time, friendly forces and non-combatants need to be able to trust that the
system works in a predictable and safe manner, if encountered.

11.  To enable planning and governance of the autonomous functioning of LAWS, clear
pre-defined boundaries need to be set. These include geographical coordinates, the allowed
time window, and environmental conditions for authorised operation, but also system
specific limitations, preconditions, rules of engagement, etc.

12.  Consequently, some of the limitations are permanent by nature, while others are
system/platform specific, or derive from the requirements and context of the particular
mission and its subtasks.

13.  Combined, these limitations form a multidimensional matrix of parameters, a kind of
virtual box-of-operation for the LAWS in question. A self-assessment system is needed to
continuously monitor that the requisite conditions are met and the mission remains within
the set limits. Self-diagnostic features are vital in order for the system to maintain the
integrity of the planned operation.

14.  If the box-of-operation is “broken” in any dimension, it will affect the choice of
functions available for the operation. As a result, the level of autonomy may need to be
altered, which would affect the execution of the task and could lead to the abortion of the
mission and returning to base; or continuing to perform non-lethal tasks only; or the weapons
system would need to request new plans. Depending on circumstances, changes in the
allowed functions can be dynamic: if original parameters set for the mission are resumed, the
full range of functions may again become available.

Phase 4. Launch and the point-of-no-return

15.  Justified use of military force always requires contextual assessment, assessing a wide
variety of risks and other aspects, including the fundamental rationale for the military
necessity of the operation. If deemed legitimate and justified, the deliberative human decision
will follow to launch the system on its mission, with the specified degree of freedom and
limitations.

16  After launching the weapon, i.e., activating or sending the system to execute the given
task, there may still be a possibility for cancelling or re-parametrizing the action. But as in
any weapons system, at a certain moment a point-of-no-return will be reached, after which
adjustment or cancellation of the action are no longer possible for the operator — like in
long-range artillery fire, where it may take tens of seconds before the projectiles hit their
target. However, integrated contextual intelligence could enable the LAWS to rectify human
errors by analysing information during the execution of the task, checking it against the box-
of-operation, and if needed, adapting its conduct accordingly.
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Phase 5. Monitoring the mission and ending it

17. A communication link between the command centre (the officer in charge) and LAWS
should always be maintained if the intended use enables communication. However, if the
lack of communication in an off-the- loop use-case has been taken into account in all the
previous phases, pre-planned or unexpected loss of communication will not cause harm.
Communication channels may be deliberately cancelled due to operative reasons (to maintain
radio silence), or they may be lost as a result of jamming, interference, or physical battle
damage. By definition, autonomy is about self-sustainability and the ability to cope with the
specified mission without external assistance. If on-the-loop communication is required for
using a weapons system, then the system is not autonomous in its critical targeting and attack
functions, i.e., it does not qualify as LAWS.

18.  The mission ends once the task has been executed or the mission is aborted either by
the system itself or ultimately by the user in charge. Sensitive on board self-diagnostics and
careful specification of the box-of-operation are indispensable parts of human-machine
interaction. These should enable the LAWS to self-abort when needed. However, regardless
of precautions, an unexpected situation could still require to abort an off-the-loop mission.
For such emergencies, both the technical systems design and the operative planning have to
include several alternative and independent methods to halt the operation of LAWS.

Conclusion

19.  International law continues to apply in full regardless of technological developments.
Any weapons system, whether with or without autonomous features, must be used in
accordance with international humanitarian law. At the same time, military practice has to
adapt to reflect the reality of increasing cognitive capabilities of machine autonomy. In any
situation, humans remain fully responsible for the use of military force and its consequences.

20. A careful, comprehensive and contextual weapons review process can form the basis
for the legal use of a hypothetical LAWS, assuming that the cognitive capabilities of the
system match the intended use-case. Profound understanding of the issues at hand is required
of anyone entrusted with the use of LAWS, so that they are able to plan the mission and
define the restrictions attached to it. For machines, recognising contextual changes is very
challenging. Even a slight change in circumstances may alter the context significantly,
turning a legitimate military task into a war crime. Detailed definition of the intended use-
cases, combined with careful tuning of the box-of-operation, is of vital importance.

21.  In the final decision to launch an operation, military necessity, risks, and potential
benefits have to be carefully judged. This requires full understanding of the complexity of
the task and high human ethical standards.
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France

1. The Group of Governmental Experts on “Emerging Technologies in the Area of
Lethal Autonomous Weapons Systems (LAWS)” mandated by the Convention on Certain
Conventional Weapons (CCW) endorsed eleven guiding principles by consensus. These
guiding principles are intrinsically interdependent and derive from international humanitarian
law (IHL) which, as recalled by the first guiding principle “continues to apply fully to all
weapons systems, including the potential development and use of lethal autonomous weapons
systems”.

2. It is thus from this general guiding principle (“a”) which recalls the obligations of
States as regards IHL that stem two main principles for addressing more specifically the
challenges posed by weapons systems based on emerging technologies in the area of LAWS:

« the use of such systems should remain the responsibility of the human
command, which must remain accountable in the event of serious violations
of international humanitarian law, as highlighted by the guiding principles “b”
and “d”.

« Human-machine interaction should be maintained in order to ensure that the
use of future weapons systems, including weapons systems based on emerging
technologies in the area of LAWS, remains compliant with international
humanitarian law and remains under human command (see guiding principle
“c”). This human-machine interaction may take various forms and be
implemented at various stages of the life cycle of a weapon. It can, for
example, take place:

0] in the development phase of the system (legal review; technical certification;
confirmation of commissioning following experimentation and tests),

(i)  in the phase of appropriation of the weapon system by the armed forces
(drawing up a doctrine of use; training on the system and the system itself;
training on using Al-based command systems; training on keeping the system
operational; staff training; feedback on training),

(iii)  in the deployment phase (planning an operation using the system by setting out
a framework for it; running an operation within this framework; feedback on
operations; maintaining operational conditions).

3. Therefore, the measures aimed at operationalizing the eleven guiding principles must
above all be based on the general principle of applying existing IHL: setting out the
application of existing IHL for the weapons systems based on emerging technologies in the
area of LAWS must remain the main focus of our discussion. It is for this reason that the
Convention on Certain Conventional Weapons (CCW) — whose work is based on the
principles of IHL and the purpose of which is to ensure its effective implementation —
remains the most appropriate forum for responding to both ethical and legal issues raised by
the systems based on emerging technologies in the area of LAWS (as recalled in guiding
principle “k”).

4 In concrete terms, in order to ensure that IHL is fully applied to weapons systems
based on emerging technologies in the area of LAWS — in compliance with guiding principle
“a” and in line with their existing obligations— High Contracting Parties (HCPs) should, for
the purposes of operationalizing the eleven guiding principles at national level:

(@)  notdevelop or use lethal weapons systems that would be fully autonomous, i.e.
systems capable of acting without any form of human supervision or dependence on a
command chain by setting their own objectives or by modifying, without any human
validation, their initial programme (rules of operation, use, engagement) or their mission
framework. Such systems would run contrary to guiding principles “b” (human responsibility
for the use of weapons systems), “c” (human-machine interaction) and “d” (accountability);

(b)  implement, in compliance with guiding principle “e”, a national procedure to
review the legality of weapons systems that they develop or acquire, including those based
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on emerging technologies in the area of LAWS, in line with their international obligations,
in particular under IHL, and in compliance with the provisions of Article 36 of Additional
Protocol | to the Geneva Conventions;

(¢)  define and implement, in compliance with guiding principle “g”7, strict
verification, assessment and validation procedures to ensure the reliability of the weapons
systems based on emerging technologies in the area of LAWS which they develop, acquire
or use. HCPs should also undertake to train operators and the human command in using
weapons systems based on emerging technologies in the areas of LAWS which they develop,
acquire or use;

(d)  ensure, in compliance with guiding principles “b”, “c”, “d” and “g”, that
humans will remain responsible for designing, programming, defining and validating the
rules of engagement, the rules for use and the operating rules of weapons systems based on
emerging technologies in the area of LAWS;

(e)  ensure that when using a weapon system based on emerging technologies in
the area of LAWS, the human command remains in a position to assess, in accordance with
guiding principle “c”, compliance with the rules and principles of IHL within the framework
of and with regard to the specific circumstances of each attack. To this end, HCPs should, at
national level, commit to ensuring that:

i.  human command will continue to take critical decisions with regard to the use
of lethal force, remaining in charge of the decision to deploy a weapons system
based on emerging technologies in the area of LAWS to launch an attack, as
well as to define and validate missions assigned to it;

ii. they will provide lethal weapons systems featuring autonomy with a specific
mission framework, which must be limited in time, space and by determined
objectives. These restrictions must be set by the human command in such a
way as to ensure, more specifically, compliance with the principles of
distinction and proportionality established by IHL;

iii. they will implement all possible measures, in compliance with the principle of
precaution, to spare the civilian population and civilians objects while using
weapons systems based on emerging technologies in the area of LAWS.
Provided they are feasible, these measures can take several forms, such as:
warning populations; technical measures enabling the deactivation, self-
destruction or ending of these systems’ missions under certain circumstances,
or maintaining sufficient communication capabilities, even intermittent ones,
between human command and the system;

) Investigate, in compliance with principles “b” and “d”, the allegations of war
crimes potentially perpetrated by their armed forces and nationals, or on their territory, or by
any person under their authority, through a weapon system based on emerging technologies
in the area of LAWS and, where appropriate, to prosecute the suspected perpetrators;

(@)  HCPs should also be encouraged, for the purposes of the operationalization of
the eleven guiding principles at national level, to:

(h)  join, if they have not yet done so, Additional Protocol | to the Geneva
Conventions, and exchange information on their national legal review procedures as well as
to jointly define best practices, while prioritizing those which would be most pertinent for
weapons systems based on emerging technologies in the area of LAWS;

() adopt and implement, in compliance with guiding principle “f”, measures to
prevent the diversion of weapons systems based on emerging technologies in the area of
LAWS to unauthorized end-users, including terrorist groups, by regulating in their respective
territories the production, acquisition and transfer of these systems, in compliance with their
national control mechanisms and relevant international instruments to which they are parties.
HCPs could require that these activities only take place with government authorization and
under its control;

{)) step up national discussion on ethical and legal issues linked to military
applications for emerging technologies in the area of LAWS.
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Germany

1. Introductory comment: Germany considers lethal autonomous weapons systems
(LAWS) to be weapons systems that completely exclude the human factor from decisions
about their employment. Emerging technologies in the area of LAWS need to be conceptually
distinguished from LAWS. Whereas emerging technologies such as digitalization, artificial
intelligence and autonomy are integral elements of LAWS, they can be employed in full
compliance with international law. In Germany’s view, the Guiding Principles aim at
contributing to an IHL compliant development, deployment and use of emerging
technologies in the area of LAWS.

International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems;

2. IHL governs primarily the conduct of hostilities in armed conflicts. The basic rules
and principles of IHL, based particularly on the Geneva Conventions and customary
international law relevant in the context of LAWS, are the prohibition of indiscriminate,
including excessive, attacks and the principle of precaution, aimed at preventing
indiscriminate attacks by requiring precautionary measures. These rules are effect- based,
and thus do not address specific weapons systems, but apply to all weapons, means and
methods of warfare without distinction.

3 Although IHL focuses primarily on the regulation of the concrete use of weapons
during armed conflicts, there are certain provisions applicable already in peacetime.
Particularly relevant is Art. 36 AP |, which addresses the acquisition and development of
weapon systems. It obliges States to conduct legal reviews and to determine whether the use
of the weapon system under consideration would in some or all circumstances be prohibited
by applicable international law. This provision, reflected in Guiding Principle (e), is of
utmost importance to potential legal challenges posed by emerging technologies in the area
of LAWS.

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system;

4. In Germany’s view, this Guiding Principle is meant to address potential future
accountability gaps. Legal responsibility is norm-based and can vary across legal orders
(national or international) and types of responsibility (administrative law, criminal law, civil
law). Since international law does not provide means to purport liability to machines,
weapons systems or technologies in the context of autonomy, it is not clear whether this
principle contains a call upon States to establish a new form of liability, or whether this
principle rather aims at confirming the applicability of the general norms of responsibility of
States, international and national criminal law, civil liability and/or other forms of
accountability for internationally wrongful acts.

5. Germany holds the view that machines have no capacity of discernment and that this
will likely remain the case with regard to emerging technologies in the area of LAWS. In any
case, machines cannot be held liable for the actions they effect — neither morally, politically
nor legally. As machines are developed, created, activated, and operated by human beings,
humans remain responsible for the actions they effect throughout the entire life cycle. As
multiple human actors will be involved in the different phases of a weapons system’s life
cycle, the ultimate responsibility needs to be further elaborated.

6. This is necessary in order to establish individual legal accountability/ liability in cases
of a breach of applicable law, in particular international criminal law. This may vary between
a joint responsibility and the responsibility of a single human operator.
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(d)

Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range of
factors should be considered including the operational context, and the characteristics
and capabilities of the weapons system as a whole;

7. Germany’s position is that the human-machine interaction in future weapons systems
needs to be designed in such a way that weapons systems remain subordinate to the humans
deploying and operating it. The design needs to allow human decision makers and operators
to have sufficient knowledge about the systems’ operation and actions, the operating
environment and the likely interaction between these factors. Humans have to be
continuously able to exercise control over the weapons systems and must remain the essential
element in this interaction bearing the overall responsibility.

8. This does not necessarily mean that human intervention is required or humans must
exercise physical control at all times. Rather, human control means the following: humans
must have, at all times, sufficient assurance that the weapons system, once activated, acts in
a foreseeable manner in order to determine that its actions are entirely in conformity with
applicable law, rules of engagement, and the intentions of its operator(s)/ commander(s). If
necessary, the weapons system will de-activate itself, or can be deactivated by humans. No
weapons system may, on the strength of its algorithms, entail the risk of overriding a human
de-activation command.

9. The required level of human control depends on the operational context and the
characteristics and capabilities of a weapons system. Human control can be ensured by an
appropriate design, by a sufficient degree of predictability (ensured through a set of given
parameters within which the system must be operating as well as rigid testing and review),
and by a commander’s and operator’s sufficient understanding of the weapons system,
including its autonomous functions, which enable the commander and operator to predict
(prospective focus) and explain (restrospective) the behavior of the weapons system.
Temporal and spatial restrictions or limits need to be applied to the operation of any such
weapons system.

10.  Military capability development with regard to future weapons systems must not aim
at removing the human from the decision making process. Rather, it should enable the human
to take decisions wherever necessary to exert and maintain a sufficient level of control. Any
definition of military requirements with regard to the use of autonomy in weapons systems
has to reflect a clear understanding of the human-machine relation in order to ensure that any
research and development activities are geared towards weapons operating under sufficient
levels of human control.

Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control;

11.  In Germany’s view, this Guiding Principle specifies Guiding Principle (b). Whereas
Guiding Principle (b) notes in general terms that humans must remain responsible for the acts
and omissions of a machine, Guiding Principle (d) requires to exercise oversight, not further
specified regarding quantity or quality, over a weapons system during its entire life-cycle
with the aim to ensure that its action and effects are in compliance with applicable
international law. The integration of the respective handlers of the machine within a
responsible chain of command is an essential element to ensure compliance with international
law.

12. The German armed forces employ the doctrine of command responsibility. A
commander must consider the applicable (international) legal framework when issuing orders
and instructions or establishing procedures or delivering training and must take steps to
prevent or report violations as well as initiate disciplinary action where necessary.
Accordingly, should a violation of IHL result from the operation of a weapon or weapons
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system, processes are in place to conduct appropriate investigations and, if applicable, hold
individuals accountable.

(¢) Inaccordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of warfare,
determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law;

13.  Germany reaffirms that Guiding Principle (e) underlines the importance of human
responsibility during the phases preceding the deployment of a weapon system.

14.  Particularly for highly complex systems with autonomous functions, the development
phase is of crucial importance since the configurations determining the behavior of the
systems originate in this phase.

15.  Guiding Principle (e) reflects Article 36 AP | to which Germany is bound. Germany
implements this provision. The procedure of the weapons reviews is formalized in the armed
forces’ central service regulation. Central elements guaranteeing the quality of the review are
1) the inclusion of qualified legal, technical and military-operational experts and 2) at least a
hierarchical independence of the reviewing authority from the developer and the military
user. The benchmark is public international law as it stands. However, this does not prevent
States from integrating other considerations such as ethical or “law in development”.

16.  Inthe context of emerging technologies in the area of LAWS, specific attention needs
to be paid to modifications. Whenever modifications of a given system, for example in
programming, are likely to change the behavior of the system in a way that affects the
application of international law, a new weapon review is necessary.

17.  Inaddition, the specific role of training data should be considered, when "Al"/machine
learning is applied in the target selection and engagement since the data base or the way the
algorithm interprets the data will substantially impact the predictability and reliability of the
weapon system.

() When developing or acquiring new weapons systems based on emerging technologies
in the area of lethal autonomous weapons systems, physical security, appropriate non-
physical safeguards (including cyber-security against hacking or data spoofing), the
risk of acquisition by terrorist groups and the risk of proliferation should be
considered;

(9) Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems;

18.  Ajoint commentary is offered for Guiding Principles (f) and (g):

19.  In Germany, all current and future development and procurement projects of weapons
systems run in accordance with a detailed guideline. In line with this guideline, material
solutions and services are provided in the form of projects. Project elements are the different
areas in which a project is processed or the use of a product is controlled. "Physical security"
and "non-physical safeguards™ are important project elements of every project work. They
are considered in the development and procurement process of each project. Appropriate
concepts (e.g. on information security) are being developed in this context in order to mitigate
possible risks.

(h)  Consideration should be given to the use of emerging technologies in the area of lethal
autonomous weapons systems in upholding compliance with IHL and other applicable
international legal obligations;

20.  This principle reaffirms that the use of emerging technologies in the area of lethal
autonomous weapons systems should serve to improve the respect for international law by
increasing, inter alia, precision and by mitigating the risk of human error during attack.
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(i)
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(k)

21.  An area that merits further attention is the potential contribution of emerging
technologies to enhancing arms-control instruments, verification methods in particular,
including the use of open source intelligence.

In crafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized;

22.  Policy measures aimed at regulating emerging technologies in the area of lethal
autonomous weapons systems must always address human actors as the responsible agents
for implementing rules and constraints. The content of any policy measure must not place
inherently human characteristics on machines.

Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies;

23.  The CCW process on LAWS is geared towards contributing to an IHL compliant
development, deployment and use of emerging technologies in the area of lethal autonomous
weapons systems. Peaceful uses of intelligent autonomous technologies are outside the scope
of the CCW.

The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context of
the objectives and purposes of the Convention, which seeks to strike a balance
between military necessity and humanitarian considerations.

24.  Given the unique composition of the CCW’s GGE on LAWS as a forum that brings
together diplomatic, military and scientific expertise from the CCW’s 125 High Contracting
Parties and which allows for participation of representatives from civil society and industry
the CCW is ideally placed to build understanding and formulate options for policy measures
ensuring an IHL compliant development, deployment and use of emerging technologies in
the area of lethal autonomous weapons systems.
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Guatemala

1. Guatemala appreciates the efforts of the chairman of the Group of Governmental
Experts (GGE) on “Emerging Technologies in the Area of Lethal Autonomous Weapons
Systems (LAWS)” and the call to present comments on the operationalization of the guiding
principles on LAWS. In that sense, Guatemala, as a country compromised with international
peace and security, takes this opportunity to present some initial comments on the issue.

2. Regarding the eleven principles of the GGE, which were adopted by consensus, it is
important to highlight the common agreement that International Humanitarian Law continues
to apply fully to all weapons systems, including the potential development and use of lethal
autonomous weapons systems.

3. Therefore, the provisions of article 91 of Additional Protocol (1) to the Geneva
Conventions must be taken into account, specifically in regards to responsibility. The
aforementioned article establishes that responsibility falls on the party in conflict who
violates the provisions of the Conventions and of Additional Protocol (I). However, it
indicates that it will be the persons forming part of its armed forces whom will be responsible.
Hence, the current international law evidently provides the means to prosecute persons but
not machines.

4. The current international legislation is not yet adapted to the challenges posed by a
possible use of LAWS and for that reason Guatemala favors the adoption of an international
legally binding instrument that provides for the prohibition of lethal autonomous weapons
systems to fulfill the existing accountability gaps.

5. Furthermore, the potential security risks or unforeseen malfunctions of these types of
weapons might leave a significant gap in a scenario where there will be no person to hold
accountable. If an autonomous weapon violates or excludes the human factor from decision
making, the potential risks would be disastrous, especially because of the disproportionality
of force of these weapons in their ability to kill, with an extreme advantage for the weapon,
and the complexities of operationalizing the principle of distinction. Not to mention the risks
of these weapons falling into the wrong hands of non-state actors.

6. Discussions should continue on the topic of LAWS and they have to be examined, as
stipulated in Article 36 of Additional Protocol (I) of 1977, in order to review whether they
comply with two basic principles of IHL: that said weapons do not act by themselves
indiscriminately and that it does not cause superfluous damages and unnecessary suffering.

7. With the technological advancements for the use and deployment of lethal
autonomous weapon systems, there is a risk of perverting international humanitarian law.
The ethical and moral obligations revolving around the subject have to be taken into account.
Derived from the aforementioned, Guatemala considers important the negotiation of an
international multilateral agreement, which would complement the efforts of individual
national legislations on the regulation on LAWS.

8. Guatemala reserves its right to further comment as the discussions on LAWS
continue.
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Israel

1. Responding to the call of the Chairman of the Group of Governmental Experts (GGE)
for submission of commentaries on the operationalization at the national level of the eleven
Guiding Principles adopted by the GGE on emerging technologies in the area of lethal
autonomous weapons systems (LAWS) and endorsed by High Contracting Parties to the
Convention on Certain Conventional Weapons (CCW), Israel would like to present below its
considerations.

2. This paper does not attempt to present a comprehensive framework regarding the
potential development and use of emerging technologies in the area of LAWS, but rather
some general considerations relevant to the eleven Guiding Principles.

3. Israel’s general view is that the law of armed conflict, or international humanitarian
law (IHL), applies to the potential development and use of emerging technologies in the area
of LAWS; that human judgment will always be an integral part of any process regarding
emerging technologies in the area of LAWS, and will be applied during their life-cycle; and
that humans will always be responsible for the use of LAWS.

4. Moreover, in Israel’s view, it is important to be aware that besides the potential risks
that may be associated with LAWS, there are also operational advantages to the use of LAWS
as well as clear advantages from the humanitarian perspective.

International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems.

5. Existing IHL provides the applicable framework for regulating the use of weapons
systems based on emerging technologies in the area of LAWS, as with any other weapon
system. In this regard, the rules relating to distinction, proportionality and precaution in
attack fully apply to the use of emerging technologies in the area of LAWS.

6. Therefore, Israel believes that the measures aimed at operationalizing the eleven
Guiding Principles should be based on the general principle of applying existing IHL to the
potential development and use of weapon systems based on emerging technologies in the
area of LAWS.

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system.

7 This principle affirms that human responsibility and associated human accountability
continue to apply to the decision on the use of weapons systems, including weapons systems
based on emerging technologies in the area of LAWS.

8. Thus, Individuals continue to be responsible for their decisions to use such weapons
systems and are to be held accountable for IHL violations in this context, in accordance with
the applicable rules of international law. It is also clarified that human responsibility is
considered in relation to the entire life cycle of the weapon system in a holistic manner.

Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range of
factors should be considered including the operational context, and the characteristics
and capabilities of the weapons system as a whole.

9. This guiding principle recognizes the need for human-machine interaction to help
ensure compliance with IHL. This principle also recognizes the need to consider human-
machine interaction during the life cycle of the weapon system in a holistic manner, rather
than focusing only on a particular stage while not providing adequate attention to human
judgment and input that have already been, or will be, injected to the process in other phases.
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10. In a practical sense, human-machine interaction should aim to provide sufficient
assurance that the weapons system, once activated, acts in a foreseeable manner, so as to
ensure that its actions are in conformity with applicable law, rules of engagement, and the
intentions of its users.

11.  Inthis regard, weapon systems based on emerging technologies in the area of LAWS
should be examined on a case by case basis. The appropriate type and level of human-
machine interaction will be determined by the characteristics and capabilities of the particular
system in question, vis-a-vis the operational circumstances and the mission's requirements.
In other words, there is no "one-fits-all" set of requirements that every weapon system needs
to meet, but rather, these requirements may be adapted appropriately. Accordingly, for
example, temporal and spatial restrictions may be applied to the operation of the system —
during its development, deployment or before specific uses (depending on the case) — as
necessary in order to ensure lawful use in the intended circumstances of use.

12.  Inthis context, Israel believes that human judgment will always be an integral part of
any process regarding LAWS, and will be applied during their life-cycle. Weapons systems
based on emerging technologies in the area of LAWS will operate as designed and
programmed by humans.

Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control.

13.  This Guiding Principle has to be read together with Guiding Principle (b). Whereas
Guiding Principle (b) notes in general terms the issue of accountability and its link to human
responsibility, Guiding Principle (d) focuses and elaborates on the issue of accountability. It
affirms that the applicable rules of existing international law regarding accountability will
continue to apply to the development, deployment and use of any weapons systems based on
emerging technologies in the area of LAWS, as they apply with regard to any other weapon
system. It also reflects that commanders may bear command responsibility, as this term is
understood in the applicable rules of international law, for decisions of their subordinates
regarding the use such systems.

In accordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of warfare,
determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law.

14.  During the GGE meeting of 11-15 April 2016, Israel presented its own domestic
process for legal review of new weapons. Notwithstanding that Israel is not party to the First
Additional Protocol to the Geneva Conventions and as such is not bound by Article 36 of
that Protocol, Israel is of the view that applying legal reviews to new weapons is a useful
instrument for a State to ensure that it uses only lawful means of warfare during armed
conflicts. The understanding regarding the usefulness of this tool was shared by a consensus
of member States in the GGE meeting of 21-20 August 2019 (CCW/GGE.1/2019/3).

When developing or acquiring new weapons systems based on emerging technologies
in the area of lethal autonomous weapons systems, physical security, appropriate non-
physical safeguards (including cyber-security against hacking or data spoofing), the
risk of acquisition by terrorist groups and the risk of proliferation should be
considered.

15.  This principle stresses the importance of ensuring that weapons systems based on
emerging technologies in the area of LAWS will not fall into the hands of terrorist groups.
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Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems.

16.  In our view, risk assessments and mitigation measures constitute relevant tools for
addressing uncertainty associated with emerging technologies. In particular, improving
reliability and predictability relevant to autonomous functions of weapons systems will assist
with ensuring that the potential use of LAWS will be in compliance with applicable
international law.

Consideration should be given to the use of emerging technologies in the area of lethal
autonomous weapons systems in upholding compliance with IHL and other applicable
international legal obligations.

17.  This principle reaffirms that the use of emerging technologies in the area of lethal
autonomous weapons systems should serve to improve the respect for international law by
increasing, inter alia, precision and by mitigating the risk of human error during attack.

18.  This principle considers that weapons systems based on emerging technologies in the
area of LAWS may serve to advance adherence to existing IHL, as technology may allow
improving compliance with IHL. These may include better precision of targeting which
would minimize collateral damage and reduce risk to combatants and non-combatants.

In crafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized.

19.  This principle expresses the idea that technologies in the area of LAWS are merely
tools in the hands of humans, designed and used by the latter to effectuate human intent. This
is consonant with the notion that humans are responsible for the use of such technologies.
Accordingly, these technologies or weapon systems must not be addressed, factually nor
legally, as equivalent to humans, for example by referring to their "decision-making" or as
having their own independent judgment. Considering technologies and weapons as tools in
the hands of humans serves as a premise for the whole discussion in relation to LAWS, and
to any potential policy measure.

Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies.

20.  The CCW process on weapons systems based on emerging technologies in the area of
LAWS concerns the development and use of LAWS in the IHL-context to which the CCW
applies. This principle recalls that the issue under discussion revolves on a certain type of
technology, and that this technology has numerous uses that most of which do not relate to
the CCW. It clearly expressed that any discussions and outcomes in the CCW should not
prevent progress or access to peaceful uses of this technology. This principle reaffirms the
need to show modesty and prudence in dealing with such an issue — a technological subject
of a dominant futuristic nature and far-reaching implications — and refrain from uninformed
and unripe decisions.

The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context of
the objectives and purposes of the Convention, which seeks to strike a balance
between military necessity and humanitarian considerations.

21.  Israel believes that the CCW continues to be the appropriate forum for international
dialogue on the issue of emerging technologies in the areas of LAWS, as a professional, and
non-politicized framework for relevant IHL issues in this field, which balances between
military necessity and humanitarian considerations. In this regard, it is important to remain
within the agreed mandate for discussion and stick to the objectives and purposes of the
CCw.
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Italy

1. Building on the excellent in-depth work carried out by the Group of Governmental
Experts on Emerging Technologies in the area of Lethal Autonomous Weapons Systems
(LAWS) so far, as well as on the Chairman’s request to provide national comments on the
operationalization of the eleven guiding principles, Italy would like to make the following
remarks:

(@)  Firstly, in our opinion, the development, deployment and use of any weapons
system, including possible lethal autonomous weapons systems, must comply with the rules
and principles of International Humanitarian Law (IHL), as highlighted by the guiding
principle “a”. That is why — in view of the unique characteristics of the LAWS — we believe
that further expert discussions on the application of existing IHL is needed, as highlighted by
the guiding principle “h”.

(b)  Secondly, in compliance with the guiding principle “e”, the level of
predictability and reliability of a weapon system must be assessed in the phases of testing,
verification and certification, given that autonomous functions must be defined ex ante,
starting from the stage of requirement, analysis and procurement. This encompasses, also,
the obligation to conduct legal reviews of weapons, means and methods of warfare, in
accordance with art. 36 of Additional Protocol | to the Geneva Conventions. In this regard,
we believe that there is great value in pursuing further exchanges in the Convention on
Certain Weapons (CCW) — which we believe it is the most appropriate framework for
dealing with the issue of emerging technologies in the area of LAWS, as highlighted by the
guiding principle “k” —, concerning national policies and practices on the development and
use of weapons with autonomous functions. Such exchanges — that should be conducted
with due respect for national security needs and industrial property rights — could help
identify good practices, challenges and related possible solutions. In addition to providing
useful, practical input, exchanges on national experiences in legal reviews could also help
build confidence among High Contracting Parties on the continued conformity of emerging
weapons systems with International Humanitarian Law.

(¢)  Thirdly, human control is fundamental to ensure that all weapons systems are
developed, deployed and used in compliance with IHL. To ensure such compliance, there
should be the option to deactivate a launched command and/or the automatic defense
response modality of a weapon system, in order not to run contrary to guiding principles “b”,
”¢”, and “d”. Indeed, we believe it fundamental to maintain the possibility to modify
mission’s objectives or, in emergency situations, to abort the mission. In our view, it would
be useful to further explore and possibly arrive at a shared definition of the type and level of
human control that would be necessary to ensure that the development and use of systems
with increasing autonomous function comply with IHL.

(d) Lastly, we deem it necessary for the decisions to use lethal force and to produce
lethal effects to remain in the hands of human beings, in compliance with guiding principle
“b” and “d”. This is due to two main reasons: first, entrusting human operators with the
responsibility to activate weapons guarantees the respect of IHL; second, because only
human judgment can perform the necessary assessments relating to the application of the IHL
principles of distinction, proportionality and precautions. That is why human control, in the
form of supervision, must be applied in all phases of a weapon’s life cycle, as highlighted by
guiding principle “c”: human operators must be responsible for the validation of selection of
objectives (targeting and, in some cases, re-targeting) and/or for the activation/deactivation
of the autonomous mode of the relevant system. In order to do that, it is essential that — for
the purposes of operationalizing the eleven guiding principles at national level — High
Contracting Parties provide LAWS with a specific set of limitations in time, space and
determined objectives, thus, making human control more meaningful.

2. Finally, and in compliance with the guiding principle “j”, we remain of the view that
our efforts should not impact negatively on progress in civilian research, development and
use of dual-use technologies. That is why Italy actively encourages all relevant actors to spare
no effort in developing an agreed understanding of what — ultimately, and most importantly
— LAWS are.
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Japan

1. This commentary from Japan is preliminary, and without prejudice to Japan’s position
on further discussion.

International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems;

2. Principles of international humanitarian law (IHL) must be upheld in the development
and operations of all weapons systems including LAWS.

3. Compliance with international law, especially IHL, is essential in armed conflict. The
same is true for LAWS. It should be used in compliance with the principles upon with IHL
is based, including the principles of distinction between civilians and combatants, the
principles of proportionality, and precaution against military objectives.

4. Regarding the definition of LAWS, it is necessary to deepen discussion on the
lethality and form of human control.

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system;

5. Any violation of IHL by using autonomous weapons systems should be attributed to
States or individual persons as is the case with conventional weapons systems.

6. In general, if there is a violation of IHL caused by autonomous weapons systems
belonging to a State, it would be assumed that such violation would be attributed to the State.
There might also be cases where such illegal action is attributed to individual persons. In any
case of a violation of IHL by using autonomous weapons systems, a State or individual
person should be held responsible as is the case with conventional weapons systems.

Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range of
factors should be considered including the operational context, and the characteristics
and capabilities of the weapons system as a whole;

7. With regard to the relationship with international law and ethics, principles of IHL
must be upheld in the development and operations of all weapons systems including LAWS.
Any violation of IHL by using autonomous weapons systems should be attributed to States
or individual persons as is the case with conventional weapons systems.

8. Regarding the form of human control, it is indispensable that a lethal weapon system
be accompanied with meaningful human control by securing proper operation and be
operated by persons with sufficient information on such weapons systems.

9. Some argue that meaningful human control should be incorporated in the whole
process of weaponization, ranging from political instruction in the pre-development phase,
research and development, testing, evaluation and certification, deployment, training,
command and control, use and abort, and post-use assessment. On the other hand, there is a
wide range of views on where and how much meaningful human control is necessary in the
life-cycle of weapons systems. Therefore, it would be necessary for stakeholders to further
explore such questions taking into account the trends of emerging technologies. The machine
element in the term “human-machine interaction” in the principle requires through
discussions because the machine element cannot be decisively categorized with a uniform
definition, but rather varies with diverse factors as operational environment, performance and
characteristics, including the constrainability, of weapons systems.
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(d)  Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control;

10.  Compliance with international law, especially IHL, is essential in armed conflict. The
same is true for LAWS. It should be used in compliance with the principles upon which IHL
is based, including the principle of distinction between civilians and combatants, the principle
of proportionality, and precaution against military objectives.

11.  With regard to the relationship with international law and ethics, principles of IHL
must be upheld in the development and operations of all weapons systems including LAWS.
Any violation of IHL by using autonomous weapons systems should be attributed to States
or individual persons as is the case with conventional weapons systems.

12.  Regarding the form of human control, it is indispensable that a lethal weapon system
be accompanied with meaningful human control by securing proper operation and be
operated by persons with sufficient information on such weapons systems.

13.  Some argue that meaningful human control should be incorporated in the whole
process of weaponization, ranging from political instruction in the pre-development phase,
research and development, testing, evaluation and certification, deployment, training,
command and control, use and abort, and post-use assessment. On the other hand, there is a
wide range of views on where and how much meaningful human control is necessary in the
life-cycle of weapons systems. Therefore, it would be necessary for stakeholders to further
explore such questions taking into account the trends of emerging technologies.

() 1Imaccordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of warfare,
determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law;

14.  This principle is considered stipulating substantially the same provision as that of
Acrticle 36 of the Additional Protocol | of the Geneva Convention on August 12, 1949. Article
36 can be interpreted as obligating each High Contracting Party, in its research, development,
acquisition or adoption of a new weapon, means or method of warfare, to determine whether
its employment would, in some or all circumstances, be prohibited by this Protocol or by any
other rule of international law applicable to the High Contracting Party. Introducing an
implementation mechanism of weapons review into the annual report of the CCW may work
as one of confidence building measures.

() When developing or acquiring new weapons systems based on emerging technologies
in the area of lethal autonomous weapons systems, physical security, appropriate non-
physical safeguards (including cyber-security against hacking or data spoofing), the
risk of acquisition by terrorist groups and the risk of proliferation should be
considered;

15.  Taking measures for cyber-security, among others, is important, considering various
risks including the possible serious impact of breach of IHL resulted from malfunction of
autonomous weapons systems caused by manipulation of programming.

16.  With regard to non-proliferation, the emergence of new technologies is spurring a
growing potential for private sector technologies to be used for military applications,
increasing the proliferation risk of weapons that pose a threat and of related materials and
technologies. Against this backdrop, it is important that maintaining and strengthening
international non-proliferation frameworks and rules, taking appropriate non- proliferation
measures domestically, and working on non-proliferation policy that prioritizes close
coordination with and capacity building support for other nations.
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Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems;

16. It is important to improve the predictability and reliability of weapons systems that
exercise emerging technologies by assessing their various effects and seeking risk-reduction
measures in their life-cycle, especially in their designing, development and testing stages.

Consideration should be given to the use of emerging technologies in the area of lethal
autonomous weapons systems in upholding compliance with IHL and other applicable
international legal obligations;

17.  Principles of IHL and other applicable international legal obligations must be upheld
in the development and operations of all weapons systems including LAWS.

18.  Compliance with international law, especially IHL, is essential in armed conflict. The
same is true for LAWS. It should be used in compliance with the principles upon which IHL
is based, including the principle of distinction between civilians and combatants, the principle
of proportionality, and precaution against military objectives.

In crafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized;

19.  Any violation of IHL by using autonomous weapons systems should be attributed to
States or individual persons as is the case with conventional weapons systems.

20.  Regarding the form of human control, it is indispensable that a lethal weapon system
be accompanied with meaningful human control by securing proper operation and be
operated by persons with sufficient information on such weapons systems. It would be
necessary to deepen discussion on where and how much meaningful human control is
necessary in the life-cycle of weapons systems.

21.  Meaningful human control should be incorporated in the whole process of
weaponization, ranging from political instruction in the pre-development phase, research and
development, testing, evaluation and certification, deployment, training, command and
control, use and abort, and post-use assessment.

Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies;

22.  The research and development activities on autonomous technology should not be
restricted on the simplistic ground that such technologies could be diverted to lethal weapons
systems.

23. It is necessary to carefully and cautiously discuss the rules, taking into account the
potential chilling effect of restricting research and development and the risk of hindering
technological development and innovation in the civil sectors.

The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context of
the objectives and purposes of the Convention, which seeks to strike a balance
between military necessity and humanitarian considerations.

24.  Itisnecessary to have further discussions among stakeholders in the CCW for sharing
understanding about the matters mentioned above in a tenacious manner. Bearing in mind
the concerns of States and civil society on LAWS and expectations for technological
progress, it is preferable that autonomous technologies and Al be developed substantially
without hindering international peace and security.
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Mauritius

1. As regards “Identify factors to help determine the necessary quality and extent of
human control over weapons systems and the Use of Force” the points brought forward by
academics and diplomats can be grouped into the following:

(a)  Ethical consideration

Those FOR Autonomous Weapons System (AWS) were mostly result-oriented stating
that:

(i)  AWS potential Precisions and reliability might enable better respect for
International Laws and human ethical values, hence fewer humanitarian
adverse consequences.

(i)  The AWS would be unable to comply with the Principles of distinction,
proportionally, necessity and precaution which are set in the Humanitarian
Law.

(iii)  The accountability and responsibility of decision to use force where the end
result could cause death are moral responsibilities and accountability hence
cannot be transferred to a machine or a Computer Program. These are human
responsibilities both from the ethical and legal point of view.

(iv)  Weapons system development requires a chain of possible actors, namely
manufacturers, military commanders and operators, who have different
responsibilities and roles. Their limited decisions making role might give rise
to defence against their responsibility in criminal prosecution. Therefore, with
this accountability gap, it will be very difficult to ensure justice to the victims
since it is unclear who will be responsible for the unlawful acts or individual
criminal responsibility caused by AWS.

(v)  The principle of human dignity would dictate that decisions affecting the life,
physical integrity and property of individuals involved in an armed conflict
should be entirely reserved to humans and cannot be entrusted to an
autonomous artificial agent.

(b)  Operational Considerations

The AWS will cause elimination of human judgement, decision making and
supervision hence there are high risks of disproportionate or collateral damages to
infrastructure, be it civilians or military and also civilian casualties, in so far as the regular
behaviour of artificial intelligence and robotic system is perturbed by unpredicted dynamic
changes occurring in the warfare environment.

(¢)  Technological Consideration
Case For AWS

Some defence weapons systems are already Autonomous and are being used by
countries since long time back. Some countries already have the AWS developed and
installed in their Weapons System.

Case Against AWS

(i) The AWS which are developed by means of advanced machines learning
technologies have several times shown through tests and demonstrations that
they are prone to unexpected, counter-intuitive and potential catastrophic
mistakes, which a human operator would easily detect and avoid.

(i) Alack of predictability, whether inherent to the weapons system design or due
to interaction with the environment, raises serious ethical and legal concerns
owing to a lack of foreseeability of the consequences and associated risks, in
particular for civilians.

(iii)  With the induction of Artificial Intelligence some countries are developing
Weapon Systems with significant autonomy with the critical functions of
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selecting and attacking targets. If left unchecked the world will enter a
destabilised robotic arms race.

After due considering on the views above, it comes clearly that it is imperative that
some Human Control is required over all weapon systems and their use.

However, the extent of the human-machine interaction or control needs to be decided.
This could only be implemented if there is an existing treaty which could legally bind
member States to develop legal instrument within which they have to operate, hence
rendering them accountable for their uses and acts.

2. As regards “Express their preferred normative framework and its basic contents, be it
legally binding ban instrument or another form of regulation”. The preferred type of
Weaponry System should be partial instead of a fully AWS since in many Weapons Systems
they are already incorporated with certain Autonomy.

This normative framework instrument or treaty must:
@) Be binding for member states to develop legal frameworks at country level;

(b)  Give member states the obligations to divulge their Research programmes
being conducted in the field of Artificial Intelligence and Robotics in the Weapons Systems
for control purposes;

(¢)  Give member states the obligation for International Agencies to come and
inspect weapon manufacturing Industries as and when required;

(d)  Give obligations for member states to divulge the number of AWS being
produced yearly, for control,

(e) Ensure that the AWS developed abides with Humanitarian laws;
0] Provide training to the Operators and decision-making agents;
()  Render the member states accountable; and

(h)  Provide obligations for member states to inform before the Lethal Autonomous
Weapons Systems (LAWS) are being used.

3. Moreover, the studies and research in the field of Artificial Intelligence and Robotics
are new sectors of development which can absorb unemployment and boost the economic
sector in the future. Hence full banning of AWS will definitely reduce research and
development in this field. Moreover, development in Artificial Intelligence and Robotics can
not only be used in Weaponry but can be used in other sectors as well such as, manufacturing
industries, medicals and astronomy sectors just to name a few.
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Netherlands (the)

Preamble

1. The commentary below serves to provide an overview of the ongoing reflection
process in the Netherlands regarding the implementation of the 11 Guiding Principles as
identified by the GGE LAWS. This commentary should be seen as a working document,
intended to contribute to the debate within the GGE LAWS, as our interpretation may further
develop as technological developments advance and the debate regarding LAWS progresses.

Commentary

International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems;

2. The Netherlands considers this a key principle for the debate on LAWS and a clear
acknowledgement that there is an existing legal and normative framework, which fully
applies to LAWS. The normative framework that applies to LAWS incorporates not only the
entire body of international humanitarian law (IHL) but also includes other relevant legal
provisions of international law, including Human Rights Law.

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system;

3. See commentary under (c) and (d)

Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range of
factors should be considered including the operational context, and the characteristics
and capabilities of the weapons system as a whole;

4, In the view of the Netherlands, a lethal autonomous weapons system may only be
deployed under Meaningful Human Control. In such cases, humans make informed,
conscious choices regarding the use of weapons, on the basis of their assessment of the
information from all sources which is available to them at the relevant time. The Netherlands
considers the concept of Meaningful Human Control to be relevant throughout the weapons
systems’ entire lifecycle, including the various stages of the targeting cycle.

5. In summary, in guaranteeing Meaningful Human Control, the following elements are
important:

- Humans make informed, conscious decisions about the use of weapons;

- Humans have sufficient information to ensure that force is used in accordance
with the requirements of international law, given what they know about the
target, the weapon, and the context in which the weapon is deployed;

- The weapon is designed and tested in a realistic operational environment, and
humans are properly trained, to ensure that the weapon is deployed in a
judicious manner.

6. In current practice, Meaningful Human Control is implemented in existing processes,
such as Air Control and the Targeting Process. In these processes, Meaningful Human
Control is operationalized at various command levels and by means of a wide variety of tasks,
procedures and decisions. The necessary type and degree of control is context-specific and
may vary according to the specific environment in which the weapon is deployed as well as
the type of weapon system itself.
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Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control;

7. Human-machine interaction and meaningful human control are vital, to ensure
humans remain accountable for decisions about the use of force. The Netherlands recognizes
the importance of appropriate and effective accountability mechanisms for decisions on the
use of force, regardless of the type of weapons system. Accountability in connection with the
development, deployment and decision-making concerning the use of LAWS must be
retained and cannot be transferred to machines. In the view of the Netherlands, the existing
legal regime is adequate to ensure accountability.

8. While there may be a shift within the responsible chain of human command and
control on where accountability lies, there is no accountability gap as regards the deployment
of LAWS, because the decision to deploy, taken in the framework of the targeting process,
remains with humans. In the Netherlands, in accordance with the applicable legal framework
on all levels of decision-making, the targeting process guides decisions about the selection
and attack of targets.

9. At the moment, there is no reason to assume that there will be an erosion of the
accountability under criminal law of commanders, subordinates or those in positions of
political or administrative responsibility, nor is there a gap in state responsibility as regards
the deployment of LAWS.

10.  The Netherlands emphasizes the importance of training and education for military
personnel who are responsible for the deployment of autonomous weapons systems. The
Ministry of Defence already sets such training and education as a precondition for the
operational deployment of weapons systems that operate with a high degree of autonomy,
such as the shipborne Goalkeeper system and the Patriot surface-to-air missiles. The same
will apply to future weapons systems.

In accordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of warfare,
determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law;

11.  The Netherlands is a State Party to Additional Protocol I of the Geneva Conventions
(AP 1) and has a standing legal review process for all new weapons, means and methods of
warfare as well as for all modifications to existing weapons, means and methods of warfare
already in use by the Netherlands armed forces. These legal reviews, in line with article 36
of AP I, are a legal obligation for the 174 States Party to AP | and provide a sufficient
framework to determine whether a new weapons system, means or method of warfare can be
used in compliance with international law. The low number of States that conduct legal
weapons reviews is a concern and the Netherlands is of the view that increasing the number
of States that fulfil their existing legal obligations in this context would be an important step
in operationalizing this guiding principle.

12.  Although the Netherlands recognizes that not all information gathered under the
review procedure is suitable to be shared amongst international partners — i.a. for reasons
of national security — the Netherlands is of the view that sharing information regarding the
modus operandi and underlying principles of national Article 36 APl procedures would be
of added value.

When developing or acquiring new weapons systems based on emerging technologies
in the area of lethal autonomous weapons systems, physical security, appropriate non-
physical safeguards (including cyber-security against hacking or data spoofing), the
risk of acquisition by terrorist groups and the risk of proliferation should be
considered;

13.  In the Netherlands, the export of all military items as per the Common Military List
of the Member States of the EU to non-EU Member States and non-NATO allies, as well as
Australia, New Zealand, Japan and Switzerland, is subjected to a rigorous review procedure



CCWI/GGE.1/2020/WP.7

@)

(h)

(i)

)

GE.21-04927

in line with the 8 criteria of the EU Common Position on Arms Exports. The risk of the
diversion of the goods or technology in question to an unauthorized recipient — including
terrorist groups — is explicitly considered during this review procedure. In order to be able
to issue an export license, Netherlands requires the exporter to submit an authorized end-user
statement in which the intended end-user of the goods/technology inter alia declares that it
will not re-export or divert the goods/technology to another actor.

Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems;

14.  Risk assessments and mitigation measures are part of verification, validation and
certification reviews, including the robust article 36 API legal reviews conducted by the
Netherlands, which is carried out throughout the procurement process of any weapons
system.

15.  The obligation to conduct an Article 36 procedure applies when a state intends to
acquire or adopt a new method/means of warfare. The word “new” means “new for the State
in question” whether or not bought from other States. Means/methods of warfare should also
be subjected to a review procedure following modification, even if the method or means of
warfare was previously approved. A weapon must be reviewed not only “as such”, but also
in relation to its intended use, making the review of “methods of warfare” in relation to that
weapon to be an integral part of the weapon review. However, it is of considerable
importance that the review is limited to the normal, expected or intended use of the weapon.
Almost all of the relevant sources identify the possibility of misuse or inventive abuse of any
weapon and the review need not take all of those possible alternatives into consideration.?

Consideration should be given to the use of emerging technologies in the area of lethal
autonomous weapons systems in upholding compliance with IHL and other applicable
international legal obligations;

16.  States must ensure that the use of their weapons, means and methods of warfare are
compatible with their obligations under international law. Prohibitions in treaty and
customary law to employ certain weapons, means and methods of warfare and the obligation
to respect and apply international law in good faith include an obligation to review (new)
weapons, means and methods of warfare.

In crafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized;

17.  The Netherlands considers that it is not beneficial to the discussion to attribute human
characteristics or behaviour to emerging technologies in the area of lethal autonomous
weapons systems. Especially, since humans must remain accountable for the use of weapons
systems, it is not helpful to ascribe human characteristics, such as conscious decision-making
and judgement to emerging technologies in the area of lethal autonomous weapons systems.

Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies;

18.  The Netherlands is committed to the further development of autonomous technologies
for peaceful and societally beneficial purposes, including in the field of humanitarian
assistance, early warning-systems or sustainable agriculture.

2 A more elaborated outline of our national position regarding the review procedure is contained in

working paper CCW/GGE.1/2017/WP.5 submitted by the Netherlands and Switzerland.
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(k) The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context of
the objectives and purposes of the Convention, which seeks to strike a balance
between military necessity and humanitarian considerations;

19.  The Netherlands remains committed to continue discussions on the emergence of
technologies in the area of lethal autonomous weapons systems under the CCW framework.
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Panama

Introduction

1. During the 2019 Meeting of the High Contracting Parties to the Convention on
Prohibitions or Restrictions on the Use of Certain Conventional Weapons Which May Be
Deemed to Be Excessively Injurious or to Have Indiscriminate Effects (CCW), it was decided
that the Group of Governmental Experts (GGE) on emerging technologies in the area of lethal
autonomous weapons systems (LAWS) is to consider the guiding principles, which it may
further develop and elaborate; the work on the legal, technological and military aspects; and
the conclusions of the GGE, as reflected in its reports of 2017, 2018 and 2019 and use them
as a basis for its consensus recommendations in relation to the clarification, consideration
and development of aspects of the normative and operational framework on emerging
technologies in the area of LAWS.

2. Panama has actively and constructively participated in this debate, advocating for a
legally binding instrument that establishes specific regulations and prohibitions related to
LAWS.

3. At the request of the Chair of the GGE on LAWS, we are pleased to contribute to the
process with our preliminary comments regarding the work of said Group, including the
guiding principles and the way forward to the 2021 Sixth Review Conference.

Applicable international law

4. LAWS must comply with the legal requirements under all applicable international
legal regimes, including but not limited to the UN Charter, customary international law,
international humanitarian law, international human rights law, international criminal law, as
well as the respect of the fundamental principles of distinction, proportionality and
precaution in the attack.

5. Article 36 of the Protocol Additional to the Geneva Conventions of 12 August 1949,
and relating to the Protection of Victims of International Armed Conflicts (Protocol 1),
provides a legal obligation to conduct legal reviews of new weapons. Additional constraints
derive from ethical considerations, including the Martens Clause which requires the
application of the principles of humanity and the dictates of public conscience.

6. Despite the far-reaching implications for human rights by the development and use of
LAWS, in particular the rights to life and human dignity, the right to physical integrity, the
right to be protected against inhuman treatment and the right to a fair trial and due process, a
few delegations have opposed to the explicit reference of international human rights law as
an applicable framework.

7. It is important to recall the well-established principle that international human rights
law continues to apply during armed conflict in complementarity with international
humanitarian law (lex specialis), as confirmed by international bodies and jurisprudence,
inter alia the ICJ’s Advisory Opinion on the Legality of the Threat or Use of Nuclear
Weapons (1996) and on the Legal Consequences of the Construction of a Wall in the
Occupied Palestinian Territory (2004).

Meaningful human control

8. Anthropomorphism of LAWS could be misleading in terms of the projection of a
human onto a machine and vice versa, which in turn present a risk of dehumanising human
by equating them with inanimate objects. They do not have agency, nor they have legal and
moral obligations.

9. International humanitarian law provides, among other things, that the parties to the
conflict must distinguish between combatants and non-combatants; that civilian casualties
and damage to civilian infrastructure must not be excessive in relation to the anticipated
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military advantage; and that all parties must take precautions to protect the civilian
population. Clearly, the strict compliance of these norms and principles often demand a high
degree of human judgement, common sense, understanding of the current environment and
the intentions behind people’s actions.

10.  LAWS would not have the ability to make these assessments due to their mechanical
intelligence. We cannot pretend that weapons resemble humans and have the same
attributions. They should not replace human beings in the work of discernment and take
decisions about their own use.

11.  For these reasons, it is imperative that these weapons systems always maintain a
meaningful human control in the critical functions to identify, select and engage targets.

Accountability and responsibility

12.  International law set norms and standards designed to minimize the impact of armed
conflict on civilians, as well as the limits on the use of force. Individual criminal liability and
State responsibility are essential to ensure accountability and reparations for violations of
international humanitarian law and international human rights law.

13.  The question of accountability should be addressed under international criminal law
and the law of State responsibility. This is of particular relevance if we take into consideration
the risk of a potential use of LAWS for the commission of war crimes, crimes against
humanity and genocide.

Technical and security-related questions

14.  There are several security implications associated with LAWS, which include the risk
of anew arms race, proliferation, global and regional instability, the lowering of the threshold
for the use of force, as well as illegal transfers and diversion to non-State actors. These
emerging technologies would not only change the nature of warfare, but would also
exacerbate the asymmetry of certain armed conflicts.

15.  Atthe same time, LAWS are not immune to technical vulnerabilities, such as security
flaws, malfunctions, disruption, cyber-attacks, hacking and spoofing, interference,
detectability, the delay in calculating algorithms, as well as the inability to understand and
adapt to unknown, complex and dynamic environments in which the system would operate
(air, land, sea or outer space). Their behaviour may be undesired and unpredictable,
especially in contexts as chaotic as armed conflict, and even more so when they interact with
other autonomous systems.

Algorithm bias and data inaccuracy

16.  Technology is not neutral. If the Al systems and machine-learning algorithms are fed
with data which replicates human biases and inaccurate profiling, then instead of making
decisions in an objective manner they could reproduce and reinforce existing forms of
discrimination, stereotypes and prejudices based on race, ethnicity, gender, disability,
socioeconomic status and related grounds, as well as patterns of violent masculinities.

17.  For these reasons, Austria, Belgium, Brazil, Chile, Costa Rica, Ireland, Luxembourg,
Mexico and Panama, we submitted last year a joint proposal on the view that algorithm-based
programming relevant to emerging technologies in the area of LAWS should take into
consideration that data sets can perpetuate or amplify social biases, including gender and
racial bias, with potential implications for compliance with international law. Developers of
relevant technologies should also be mindful of the implications of incomplete or inaccurate
data, in particular as data collection in conflict situations is challenging.

GE.21-04927
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Peaceful use of robotic technology and artificial intelligence
(Al)

17.  We cannot deny that peaceful applications of robotics and Al could have a positive
impact in the civilian sphere, including health care and agriculture, among other sectors.

18.  Nevertheless, the experience with previous disarmament treaties, such as the Treaty
on the Non-Proliferation of Nuclear Weapons (NPT), the Biological Weapons Convention
(BWC), the Chemical Weapons Convention (CWC), the Protocol IV of the CCW and the
Treaty on the Prohibition of Nuclear Weapons (TPNW — once it enters into force) shows
that the prohibitions and regulations of specific type of weapons did not curtail the research
and development in the field of science and technologies for peaceful purposes (nuclear
energy, biological and chemical agents, laser technology, etc.).

CCW as an appropriate forum

19.  The international community must adopt a comprehensive and coherent approach to
LAWS in order to avoid protection gaps. In this sense, the UN bodies dealing with
disarmament and human rights, such as the CCW and the Human Rights Council (HRC),
play a central role that should be recognized.

20. It is important to recall that, while the question of LAWS is unmistakably a
disarmament issue, it has far-reaching implications for human rights, and therefore it also
belongs to the human rights framework.

The way forward — 2021 Sixth Review Conference

21.  The guiding principles constitute a useful basis for the evolving deliberations in the
GGE on LAWS. Notwithstanding, they were never supposed to be an end in themselves, as
they are not sufficient to provide a timely response to ethical, legal, technical and security
concerns, nor do they replace the urgent need for a legally binding instrument.

22.  Against this background, Panama considers that the GGE on LAWS should proceed
with its mandate and start the consideration and development of aspects of the normative and
operational framework, instead of focusing on the operationalization of the guiding principles
at national level.

23.  Inthe face of the growing weaponization of Al, new measures are necessary to ensure
compliance with international law, including but not limited to international humanitarian
law and international human rights law, and that humans always maintain control over the
use of force. All weapons systems which cannot fulfil these requirements should be banned.

24.  Machines should not have the power to decide who should live and die. We must
prevent this to happen before it may be difficult to reverse later. The international community
should also draw the lessons learned from drones. At present, there are few investigations
related to targeted killings and extrajudicial executions committed by drones, whereas
accountability and the attribution of responsibilities are non-existent mainly due to the
absence of a specific international framework to regulate these systems.

25.  While a number of delegations stressed that they have no intention of developing or
acquiring LAWS, history shows that when certain weapon provides an advantage over the
adversary, initial self-restraints are often forgotten. It is almost difficult to determine how
close we are to LAWS that are ready for use since much of their development is shrouded in
secrecy.

26.  Inthis context, Panama will continue to advocate for the adoption of a legally binding
instrument that establishes specific regulations and prohibitions on the development,
acquisition, trade, deployment and use of LAWS. Protocol 1V of the CCW demonstrates that
this disarmament forum can accommodate pre-emptive bans.
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27.  Also, States should declare and implement moratoria on at least the testing,
production, transfer, acquisition, deployment and use of LAWS as an interim measure until
such instrument has been concluded.

28.  With this in mind, we hope that the outcome document of the 2021 Sixth Review
Conference of the CCW would reflect these aspirations and strengthen the mandate of the
GGE on LAWS in order to start negotiations on a new protocol of the CCW.

GE.21-04927
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Poland

1. Responding to the call of the Chairman of the Group of Governmental Experts (GGE)
Poland presents below its initial position on possible operationalization of the 11 guiding
principles (11 GPs) of lethal autonomous weapons systems (LAWS) without prejudice to our
national and international future discussions and regulations.

2. Poland perceives the lack of an agreed definition of LAWS as a fundamental challenge
for successful operationalization of the 11 GPs.

3. Poland believes that further elaboration of the 11GPs would be a convenient way to
achieve concise and well-focused base for final outcome of the GGE work based on the
current mandate.

4. In our approach we assessed the viability of possible operationalization of the 11 GPs.
It showed us that by regrouping some of the principles a greater clarity of addressed issues
would be achieved. Some principles have also raised additional questions.

I. Principles (a), (e), (h) — relations between LAWS and IHL

« Even though it has been reiterated numerous times Poland would like to
emphasize the importance of respecting international law, in particular
international humanitarian law (IHL). In this regard it must also be underlined
that the principles of distinction, proportionality and precaution in attack are
the fundamental rules and principles of IHL. They set out legal limits on the
conduct of hostilities. The Geneva Conventions enjoy universal acceptance
and also many of their provisions, as well as those contained in the 1977
Additional Protocols, are today recognized as customary international law.

+ Respect to and compliance with the fundamental principles of IHL guides the
use of force by the Polish Armed Forces. The exploitation of LAWS, when
acquired or developed, will be also a subject to those rules.

Il1. Principles (b), (d), (i) — human responsibility and
accountability in development, deployment and use of LAWS

« Poland will keep humans accountable for the use of the systems equipped with
Al, no matter of its degree of autonomy.

« No matter the status of the system, the accountability for its deployment goes
according to the operational chain of command.

« There is possibility to adopt national LAWS definition and LAWS
characteristics.

« New weapons are subject to the legal review accordingly to Article 36 of 1977
Additional Protocol | to the Geneva Conventions 0f1949, Polish Armed
Forces are instructed to fully comply with them.

« Poland supports the establishment of informal and voluntary mechanism in
the framework of the CCW enabling information and best practices exchange
on national legal reviews and possible regulations related to LAWS.

I11.  Principle (c) — human-machine interaction and control
measures

« Human control over the weapons systems and the use of force must be

maintained to ensure compliance with international law and to respond to
ethical concerns.
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- Poland takes into consideration the requirement for critical functions of
LAWS to be designed in a way that allows its operator to control them,
however, to the extent possible in a non-disruptive way for the mission
conducted by the system.

« Every military chain of command has ethical component integrated. We
should be aware that implementation of excessively intrusive human control
can disturb mission effectiveness or its completion. It is important to keep the
balance between the level of human control and the need to successfully
perform tasks in the context of IHL.

5. Therefore, Poland came to some detailed questions and problems to be considered:

« Whether it might be possible and advisable to ensure continuous human
control over the system on every stage of the mission?

« Whether it might be possible and advisable to design deactivating or self-
destructive mode in case of no communication with the system?

« For the testing phase of the system it is important to build knowledge on
system performance (predictability and reliability) gained by rigorous testing.
It could include deliberately introducing disruptions (recreating in controlled
way so-called “fog of war” conditions) while testing.

IV. Principle (f) — Risk of acquisition by terrorist groups and

risk of proliferation

« LAWS should be considered as weapons of a very sophisticated nature and
advanced capabilities. To this end they shall remain under special supervisory
of all legal possessors.

« Taking into account many security risks that might be associated with future
LAWS states should among others consider enhancing proliferation/exports
controls over these systems.

V. Principles (j), (k) — international efforts on emerging

technologies in the area of LAWS

« We expect that in the near future the attention of individual CCW States
Parties will rather focus on elaborating national standards for autonomous
systems and preparing a common position through regional organizations.
Such bottom-up approach could support the work of the GGE.

« Further development of autonomous dual-use technologies makes
continuation of work of the GGE LAWS indispensable/desirable.
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Portugal

General Remarks

1. Welcoming an invitation by the Chair of the 2020 GGE-LAWS, Ambassador Janis
Karklins, for the High Contracting Parties to submit national commentaries on the
operationalisation of the Guiding Principles adopted by the 2019 GGE-LAWS and endorsed
at the last Meeting of the High Contracting Parties to the CCW, Portugal shares below its
interpretation of the Principles and its vision for their operationalisation and development.

2. The Guiding Principles provide a relevant overall guidance to the work of the GGE-
LAWS and for the High Contracting Parties to take into account when designing and
implementing internal law and policies on emerging technologies in the area of LAWS.

3. Portugal cautions that the Guiding Principles represent the lowest common
denominator of consensus within the GGE-LAWS and should therefore not be interpreted as
an end in themselves nor as a deliverable able to fulfil the mandate of the GGE-LAWS on its
own. Furthermore, there may be issues concerning the regulation of LAWS that overstep the
mandate of the GGE-LAWS. As such, and on the one hand, the GGE-LAWS does not exhaust
all the international discussion on the development and use of these emerging technologies.
On the other hand, for effectively pursuing its mission, the GGE-LAWS will need to research
and discuss areas that, while not being the focus of its formal mandate, constitute vital
auxiliaries to its completion. For example, and even from the point of view of the existing
applicable law within the spirit of the CCW, areas other than International Humanitarian Law
will have to be considered (e.g. International Human Rights Law and International Criminal
Law).

4. Among other activities at the GGE-LAWS, Portugal once again stresses the need for
an exercise towards a clarification, consideration and development of aspects of other
normative and operational framework on emerging technologies in the area of LAWS. This
exercise would be fully aligned with the mandate of the GGE-LAWS as provided in Decision
1 of the Fifth Review Conference of the High Contracting Parties to the CCW.

5. Certainly, simply agreeing that international law applies to LAWS is not enough. The
GGE-LAWS must engage in a thorough discussion on identifying and interpreting those
concrete international norms, enhancing legal certainty by building consensus on the existing
normative framework applicable to LAWS and assessing the existing international law in
order to find possible gaps that may call for an internationally binding instrument on LAWS.
Moreover, ethical issues must also be the subject of deeper exchanges and prioritisation at
the GGE-LAWS.

6. Having the Guiding Principles as background, this exercise would allow the GGE-
LAWS to reach a consensual interpretation on the international law applicable to LAWS.
Depending on its conclusions on the existing legal framework applicable to LAWS, the GGE-
LAWS might need to explore the possibility of a new protocol to the CCW regulating the
development and use of LAWS, either at a near future or at a later stage.

7. In addition to not fading attention from Portugal’s calls for the abovementioned
exercise, these commentaries are also without prejudice to the position of Portugal in current
and future international discussions on the development and use of LAWS (or prohibition
thereof), as well as to Portuguese internal and external policies on the matter.

(@) International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems;

8. As Portugal has continuously argued at the GGE-LAWS, new means or methods of
warfare do not render International Humanitarian Law (IHL) — nor international law in
general — obsolete. New technologies such as the emerging ones in the area of LAWS
require a particular effort for identifying and interpreted applicable international law — also
in order to verify whether existing norms are sufficient and adequate.
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9. On this Guiding Principle, we would like to draw attention to two points on the
application of IHL to LAWS that have mostly passed undiscussed.

10.  Firstly, that IHL as applicable to LAWS will include not only obligations concerning
wartime but also obligations that are enforceable during peacetime. This encompasses the
obligation to disseminate the Geneva Conventions and their Additional Protocols and also
obligations relating to the study, development, acquisition or adoption of new weapons —
see our comment to Guiding Principle (e).

11.  Secondly, that the GGE-LAWS should bear in mind that Article 2 of the CCW states
that “Nothing in this Convention or its annexed Protocols shall be interpreted as detracting
from other obligations imposed upon the High Contracting Parties by international
humanitarian law applicable in armed conflict,” not making a distinction between treaty and
customary IHL. Therefore, when discussing the use of LAWS in the spirit of the CCW,
customary rules of IHL2 on the following topics should be taken into consideration*:

« Distinction between civilians and combatants (Rules 1, 2 and 6);

- Distinction between civilian objects and military objectives (Rules 7 and 10);
« Indiscriminate attacks (Rules 11 and 13);

« Proportionality in attack (Rule 14);

« Precautions in attack (Rules 15 to 21);

« Precautions against the effects of attacks (Rules 22 to 24);

« Attacks against persons hors de combat and against persons parachuting from
an aircraft in distress (Rules 47 and 47);

« Use of weapons (Rules 70 and 71);
« Compliance with International Humanitarian Law (Rules 139 and 140);
» Enforcement of International Humanitarian Law (Rule 144);

+ Responsibility for Violations of International Humanitarian Law and
Reparations (Rules 149 and 150);

« Individual responsibility (Rules 151 to 154);
« War crimes (Rules 156 and 158).

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system;

12.  Automation and artificial intelligence should be tools in assisting the human actors
(enhancing human perception and human action) rather than being the (non-human) actors
themselves — see our comment to Guiding Principle (i). The will and decision to use force
must therefore always remain with a human being.

13.  Especially during the deployment phase, considering that no weapon is developed
without defect or possibility of malfunction, its human users must be trained and able to
quickly act in order to avoid or minimise the negative consequences of a malfunctioning
LAWS.

Following the ICRC’s ICRC’s study on customary IHL (originally published by Cambridge University
Press in 2005).

This is without prejudice to the relevance of other rules in the context of the use of LAWS, in particular
the rules concerning specifically protected persons or objects (e.g. protection of humanitarian relief
personnel and objects, the protection of journalists, the protection of cultural property and the protection
of the natural environment).
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14.  The use of force must be planned and executed in such a way that it can always be
retraceable to the human being operating the machine, in order to prevent any accountability
gaps for violations of international law — see our comment to Guiding Principle (d).

Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range of
factors should be considered including the operational context, and the characteristics
and capabilities of the weapons system as a whole;

15.  The goal when discussing and designing human-machine interaction should be (at
least) twofold: (i) to avoid unintended engagement by LAWS and (ii) to retain the human
element in critical decisions concerning the use of force by LAWS, in compliance with
international law (as well as with internal law and appropriate rules of engagement).

16.  Critical decisions in the use of force encompass, in Portugal’s reading, different
decision levels pertaining to a mission’s planning (strategic and tactical planning) and
execution.

17.  Portugal calls attention to the fact that some existing and used weapons today already
perform some autonomous functions, within certain operative restrictions. The development
and use of LAWS could draw inspiration for similar restrictions to ensure compliance with
IHL — for example, restrictions (i) in possible tasks and target-selection/engagement
(particularly in complex and/or ever-changing environments where human, restrictions on
the situation/context (ii) when and where LAWS may be used (i.e. time and space
restrictions) and (iii) in the very autonomy of LAWS during engagement [e.g. with a constant
and effective post-deployment human-machine communication system, restricting as much
as possible the “points-of-no-return” in the use of force; see our comment to Guiding
Principle (h)].

Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control;

18.  The CCW makes no direct mention to International Criminal Law (ICL) or its rules,
neither do its annexed Protocols. Nevertheless, the development, deployment or use of
LAWS in a manner incompatible with international law would give rise to individual or State
responsibility — for example, in accordance with applicable customary IHL, see our
comment to Guiding Principle (a).

19.  Individual responsibility for the unlawful use of LAWS could include actions or
omissions amounting to the crime of genocide (e.g. targeted killings of members of a
national, ethnical, racial or religious group), crimes against humanity (e.g. murder) or war
crimes (e.g. wilfully causing great suffering or serious injury to body or health). These crimes
are defined by and punishable under the Rome Statute of the International Criminal Court,
of 1998).

20.  Determining the nature and scope of individual accountability could raise issues
regarding the very development and/or manufacturing of LAWS, in addition to their
deployment and/or use. In the case of armed conflict, superior responsibility concerning the
use of LAWS would be of particular interest.

In accordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of warfare,
determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law

21.  This Guiding Principle mimics much of the language used in Article 36 of Additional
Protocol | (Protocol Additional to the Geneva Conventions of 12 August 1949, and relating
to the Protection of Victims of International Armed Conflicts).
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22.  Moreover, Portugal notes that this Guiding Principle echoes the Martens Clause as
quoted in Paragraph 5 of the Preamble of the CCW: “(The High Contracting Parties)
Confirming their determination that in cases not covered by this Convention and its annexed
Protocols or by other international agreements, the civilian population and the combatants
shall at all times remain under the protection and authority of the principles of international
law derived from established custom, from the principles of humanity and from the dictates
of public conscience”.

23.  The Martens Clause is also quoted in international legally binding instruments of IHL,
such as the 1899 Hague Convention Il on the Laws and Customs of War on Land® and the
1977 Additional Protocol Il to the Geneva Conventions®. In Paragraph 78 of its 1996
Advisory Opinion on the Legality of the Threat or Use of Nuclear Weapons, the International
Court of Justice claimed that the Martens clause “(...) has proved to be an effective means of
addressing the rapid evolution of military technology.”.

24.  Asfor the employment of LAWS giving rise to situations where it would be prohibited
by international law — and in addition to our previous comments concerning IHL — Portugal
withstands that rules of International Human Rights Law (IHRL) must be considered.

25. The CCW makes no direct mention of IHRL or its rules, neither do its annexed
Protocols. However, the principle of humanity under IHL has at its core elements compatible
with IHRL and the relation between the legal frameworks of IHL and IHRL can be of extreme
importance in certain scenarios of armed conflict — this relation is for example paramount
to understand the legal framework applicable to situations of occupation.

26.  Existing multilateral international treaties can be of importance when reflecting on
IHRL as applicable to the use of LAWS. For example, the 1966 International Covenant on
Civil and Political Rights (e.g. right to life) and the Convention on the Prevention and
Punishment of the Crime of Genocide and the 1965 International Convention on the
Elimination of All Forms of Racial Discrimination, bearing in mind the possibility of
programming a LAW to distinguish and engage only targets with specific physical traits.

27.  Finally, and given our interpretation on Guiding Principle (f), Portugal underlines that
it sees Guiding Principle (e) as being applicable to all means of warfare, including hybrid
warfare.

When developing or acquiring new weapons systems based on emerging technologies
in the area of lethal autonomous weapons systems, physical security, appropriate non-
physical safeguards (including cyber-security against hacking or data spoofing), the
risk of acquisition by terrorist groups and the risk of proliferation should be
considered;”

28.  Intelligent autonomous technologies are more often than not dual-use technologies
(i.e. with both peaceful and non-peaceful uses). In this sense, civilian applications of
automation and artificial intelligence may create grey areas where LAWS could be legally
be made available for purchase by civilians (e.g. for self-defence of their person, family or
property, in compliance with the internal law of a High Contracting Party).

29.  Due to existing very strict national and international standards currently in force in
Portugal regarding arms control, Portuguese authorities discard the possibility of weapons
with characteristics such as those of LAWS being made available for non-military use (and
particularly by civilians): they would necessarily belong in a category of military
goods/technologies.

The Preamble of the 1899 Hague Convention IT on the Laws and Customs of War on Land reads “"'Until
a more complete code of the laws of war is issued, the High Contracting Parties think it right to declare
that in cases not included in the Regulations adopted by them, populations and belligerents remain
under the protection and empire of the principles of international law, as they result from the usages
established between civilized nations, from the laws of humanity and the requirements of the public
conscience.”

“In cases not covered by the law in force, the human person remains under the protection of the
principles of humanity and the dictates of the public conscience.”
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30.  Moreover, LAWS should be expected to be acquired by hostile actors at some point.
A solid legal and operational framework and network should be in place to lower the risk of
acquisition or development of LAWS by hostile actors.

31. Indeed, a hostile actor — be it a State actor, a non-State actor or an actor by proxy —
in the possession of LAWS may use them as an asymmetric tool/mean of warfare or of
cyberthreat. For example, LAWS could be used for espionage actions, intrusion/infiltration
activities or in attacks against persons, facilities or networks located abroad, in violation of
international law and in an undercover fashion making detection and accountability difficult
or even impossible.

32.  The unpredictability and ambiguity that may be entailed in the use of LAWS could
result in an erosion of the traditional dichotomies in defence and security narratives (internal
v. external; non-combatant v. combatant; civilian v. military; armed conflict v. peace) upon
which conventional means and methods of warfare are built. For these reasons, it is advisable
to understand LAWS as possible hybrid tools of disruptive power and, as such, to expect
them to gradually become a part of the conceptual and analytic framework of hybrid threats.

Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems;

33.  High Contracting Parties must take action — through internal law, military
doctrine/policy and good practices on certification and monitoring of weapons systems — to
ensure that effective risk assessment and mitigation measures are put in place during the
planning, research and development, certification, use and monitoring of LAWS.

34.  To optimise the effectiveness of such measures, while crafting and implementing
national action on risk assessment and mitigation measures, High Contracting Parties should
maintain constructive exchanges on emerging technologies in any weapons systems with
other relevant stakeholders — e.g. other States, international organisations, academia and
relevant industries (particularly defence and security industries and industries dedicated to
advancing technology, particularly artificial intelligence). This is especially important when
considering that emerging technologies in the area of LAWS and other weapons systems will
rely on dual-use technology — see our comment to Guiding Principles (f) and (j).

Consideration should be given to the use of emerging technologies in the area of lethal
autonomous weapons systems in upholding compliance with IHL and other applicable
international legal obligations;

35.  The purpose of the CCW is to prohibit or restrict the use of certain types of weapons
considered to cause unnecessary or unjustifiable suffering to combatants or to affect civilians
indiscriminately. In its Preamble, the CCW alludes frequently to elements of the fundamental
principles of IHL: humanity, distinction, proportionality and military necessity.

36.  Advancing military capabilities with a view to enhance the accuracy and consistency
of the means and methods and warfare and to minimise human suffering (or prevent it
altogether) can be instrumental for bettering the compliance with those fundamental
principles of IHL, as well as with obligations under IHRL. See our General Remarks and also
our comments to Guiding Principles (a), (c), (d), (e) and (k).

In crafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized;”

37. By reaffirming the need for a meaningful human control over LAWS at all stages of
their life cycle, the GGE-LAWS is not merely translating into a principle several legal
imperatives stated by IHL and other areas of international law. In addition to concerns on
accountability, ethical and moral considerations preside over this and other Guiding
Principles, addressing a fundamental problem where the use of lethal force by machines is
involved: human life and human safety cannot be left to the autonomous decision/choice of
a machine/algorithm.

38.  Consequently, policymakers, lawmakers, armed forces and other persons responsible
by crafting and implementing policies, doctrine and strategies on these emerging

76



CCWIGGE.1/2020/WP.7

77

()

(k)

technologies must be aware that LAWS are mere tools and not actors themselves — see our
comments to Guiding Principles (b) and (c).

Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies;

39.  High Contracting Parties taking part in the GGE-LAWS should focus on discussing
issues regarding emerging technologies in the area of LAWS in the context of the CCW and,
as such, for use in armed conflict.

40.  Nevertheless, access to peaceful uses of intelligent autonomous technologies (such as
emerging technologies in the area of LAWS) must be taken into consideration, given the
dual-use characterising these technologies. See also our comments to Guiding Principles (f),

(9) and (k).

The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context of
the objectives and purposes of the Convention, which seeks to strike a balance
between military necessity and humanitarian considerations.

41.  Multilateralism presents a unique platform for States and of International
Organisations to discuss common solutions to common challenges. The development and use
of artificial intelligence in warfare, counterterrorism and against other security threats is one
such common challenge.

42.  The mandate of the GGE-LAWS is to discuss the questions related to emerging
technologies in the area of LAWS in the context of the objectives and purposes of the CCW.
Such discussions face a number of challenges, one of them being the very nature of the CCW
— which, as a chapeau convention, contains only general provisions; the prohibitions or
restrictions on the use of specific weapons or weapon systems being the object of the
Protocols annexed to it.

43.  Consequently, the scope of the obligations of a High Contracting Party to the CCW
will vary according to the specific Protocols that that it is bound to, as well as to whether it
has ratified Amended Article 1 of the CCW (Scope of Application). Any research or
reflection on the international legal framework created by or under the CCW must therefore
consider that such framework is a complex and varied one and depends on an open exchange
of views between the High Contracting Parties to the CCW.

44,  So, in order to fully implement its mandate, the GGE-LAWS must seek ways to
maximise the potential for consensus among the High Contracting Parties. It should reach
both a consensual definition on LAWS and a consensual interpretation on the applicable
international law, so that it can make informed recommendations on whether said norms are
sufficient and adequate. A coherent and streamlined implementation of the Guiding
Principles by the High Contracting Parties to the CCW depends on the further substantiation
of the Principles, especially in the case of those mentioning that international law is
applicable to LAWS — see our General Remarks and our comment to Guiding Principle (a).

45.  Thus, Portugal understands the present exercise as an opportunity to gather different
written comments and proposals from the High Contracting Parties to the CCW, with a view
to possibly create useful outputs such as possible interpretative tools/materials useful for the
operationalisation of the Guiding Principles at a national level — without prejudice to the
non-binding nature of said tools/materials.
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Russian Federation (the)

1. We commend the work of the Group of Governmental Experts of the States Parties to
the Convention on Certain Conventional Weapons (CCW) on Lethal Autonomous Weapons
Systems (GGE LAWS). We welcome two substantive reports of the GGE, adopted by
consensus in 2018-2019, with 11 guiding principles on emerging technologies in the area of
LAWS.

2. According to Article 15 (4) of the Constitution of the Russian Federation, "the
universally-recognized norms of international law and international treaties and agreements
of the Russian Federation shall be an integral part of its legal system." Strict compliance with
the norms of international humanitarian law (IHL) in armed conflicts remains one of the
priorities of the Russian Federation (guiding principles a), ¢), h)). In that connection, Russia’s
legislation takes full account of the guiding principles on emerging technologies in the area
of LAWS.

3. IHL norms, including the obligation of commanders to comply with its provisions and
demand their strict implementation from personnel, are reflected in the Russian legal system.
In accordance with the Order of the USSR Defense Minister No. 75 dated 16 February 1990,
all units of the Armed Forces of the Russian Federation shall be guided by four 1949 Geneva
Conventions and their three Additional Protocols to which the Russian Federation is a Party.
It stipulates "to take into account the requirements of these documents when conducting
training sessions and exercises, as well as when drafting legislative acts, general military
regulations, government decisions, orders, directives and other regulatory acts".

4. The relevant obligations are contained in the Internal Service Regulations of the
Armed Forces of the Russian Federation (approved by Decree of the President of the Russian
Federation No. 1495 dated 10 November 2007), Navy’s Ship Regulations (approved by
Order of the Commander-in-Chief of the Navy No. 350 dated 1 September 2001), Manual
on International Humanitarian Law (approved by Order of the Defense Minister of the
Russian Federation No. 360 dated 8 August 2001), Instructions for Legal Training in the
Armed Forces of the Russian Federation (approved by Order of the Defense Minister of the
Russian Federation No. 878 dated 7 December 2013).

5. The Manual on Legal Work in the Armed Forces of the Russian Federation (approved
by Order of the Defense Minister of the Russian Federation No. 717 dated 2 December 2019)
contains a significant body of norms on the need to comply with the IHL during combat
operations, including provisions of Article 57 of the 1977 Additional Protocol | (AP 1)
(Precautions in Attack) to the 1949 Geneva Conventions, which are important in the context
of emerging technologies in the area of LAWS. The document has the separate section titled
"Legal Support for the Actions of Troops (Forces) in Armed Conflicts", according to which
such legal support is provided through studying of IHL by personnel and counseling
commanders on the application of IHL taking into account the performance of specific
combat tasks.

6. The Russian Federation reaffirms its commitment to the need to maintain human
control over the so-called LAWS, no matter how advanced these systems may be. It is human
responsibility to ensure the compliance with IHL norms during the combat use of the so-
called LAWS. This approach is crucial in the context of implementing guiding principles b)
and d). According to the legislation of the Russian Federation, a responsible official is always
accountable for decisions concerning development and use of weapons, including emerging
technologies in the area of LAWS.

7. The Internal Service Regulations No. 1495 dated 10 November 2007 (Article 77)
stipulate that in the course of performing combat missions the commander shall take
measures to comply with IHL and hold accountable those responsible for its violations.

8. Under Article 73 of the Manual on Legal Work in the Armed Forces of the Russian
Federation, in combat operations commanders are to lead by example of compliance with
IHL norms, ensure compliance with them by personnel, and take measures to prevent
violations of IHL. If such violations are identified, measures should be taken to stop them
and prosecution of perpetrators should be considered.
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9. Article 76 of the mentioned Manual stipulates that the commander's right to choose
means (methods) and weapons of combat operations shall be limited by IHL norms.

10.  In exercising control over the readiness for combat operations, the commander shall
check the following (Article 77):

« Accuracy of the execution of the combat order and instructions as far as
compliance with IHL is concerned,;

« Compliance of decisions taken by subordinate commanders with IHL norms;
« Knowledge of IHL by personnel;

« Timeliness and quality of implementation of measures to avoid or minimize
damage to persons and facilities protected by IHL.

11.  In accordance with guiding principle ¢), the Russian Federation fully complies with
its obligations under Article 36 of the AP I. We consider it a norm of customary international
law. This Article has no provisions on how exactly legal reviews should be conducted, and
does not impose an obligation on States to make their results public, nor to provide anyone
with information on the subject. In the Russian Federation, the legal review of armaments is
carried out within the framework of national procedures that help, on the basis of the existing
legal and regulatory framework, ensure proper control over compliance with the
requirements of Article 36 of the AP I.

12.  Article 7 of the Federal Law No. 275-FZ dated 29 December 2012 "On the State
Defense Order” includes, among the main responsibilities of the state customer, the
organization and conduct of tests of prototypes (complexes, systems) of weapons, military
and special hardware, military property, preparation of documents for their adoption, as well
as approval of technical documentation required for their development and mass production.
Prototypes are assessed for such characteristics as distinction, "no-excessive-damage”, etc.,
which should guarantee potential compliance of future weapons with IHL norms.

13. In the context of the implementation of the guiding principles, of particular
importance is the National Strategy for the Development of Artificial Intelligence (Al) for
the period until 2030 adopted in 2019. As for principles g) and i), the Strategy sets out the
need to identify and prevent any risks associated with the development of emerging
technologies. In particular, it concerns the “inadmissibility of using Al for the purpose of
deliberate infliction of harm to individuals and legal entities, as well as prevention and
minimization of risks of negative consequences of using Al technologies” (paragraph 19B).
14. It emphasizes that the creation of universal Al, similar to a human being, can lead to
negative consequences due to social and technological changes that accompany the
development of Al technologies (paragraph 9).

15.  The National Strategy also sets the objective to create a legal framework to regulate
human-machine interaction, and ensure the security of data and new technologies
(paragraphs 39, 50, 51). It noted the importance of avoiding hasty decisions that could hinder
technological progress and undermine the ongoing research in the field of peaceful robotics
and Al (paragraph 48). Accordingly, it is consistent with the principles c) and j).

16.  The Russian Federation has an extensive legal and regulatory framework in place to
ensure physical protection, appropriate non-physical safeguards (including cyber-security
against hacking or data spoofing), and to prevent the risk of acquisition by terrorist groups
and the risk of proliferation of armaments (principle f)). The need to comply with the
international obligations of the Russian Federation in the area of military products export
control is laid down in Article 4 of the Federal Law No. 114-FZ dated 19 July 1998 "On
Military and Technical Cooperation between the Russian Federation and Foreign States".
The National Strategy for the Development of Al for the period until 2030 also contains
provisions to give effect to guiding principle f). For instance, Section V deals with the goals
and objectives of Al development, one of which is the formation of a comprehensive security
system for the design, development, introduction and use of Al technologies (paragraph
25E). The Criminal Code of the Russian Federation criminalizes such acts as the use of
prohibited means and methods of warfare (i.e. direct violation of IHL), public calls to unleash
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an aggressive war, development, production and sale of weapons of mass destruction
prohibited by international treaties of the Russian Federation.

17.  With regard to the guiding principle h), we confirm that the so-called LAWS can
significantly reduce the negative effects of the use of weapons in the context of IHL. The
existing complexes of a high degree of military autonomy in the Russian Federation
significantly contribute to the compliance during hostilities with such key principles of IHL
as proportionality and distinction. This is due to the fact that, in addition to their technological
advantages (accuracy, speed, effectiveness), such weapons neutralize human-caused risks
(operator's mistakes due to his or her mental or physiological state, ethical, religious or moral
attitudes), and thus reduce the probability of unintentional attacks against civilians and non-
military targets. GOST RV 15.203-2001, adopted as guidance for industrial enterprises for
creation of special-purpose means (including the so-called prospective LAWS), takes into
account the understandings adopted in the guiding principle h). For development of any new
prototype, a list of normative guiding documents is made on the basis of operational
requirements that necessarily include provisions on the need to comply with IHL norms and
other applicable international legal obligations.

18.  The Russian Federation is one of the most active States Parties to the CCW. We fully
share the understanding laid down in the guiding principle k) that the CCW is the optimal
platform for considering LAWS issues, given its unique nature that ensures a reasonable
balance between humanitarian concerns and legitimate defense interests of States. We are
deeply convinced that it is inadmissible to artificially divide weapons into "bad" and "good"
basing on political preferences of individual States. We reaffirm our readiness to further
discuss LAWS issues on the basis of the discussion mandate and agreed agenda of the
relevant GGE.

19.  We note the importance of involving experts and academics in discussions on IHL
issues, including LAWS. To that end, the Expert Council on IHL Issues has been established
and is functioning on a permanent basis within the State Duma of the Federal Assembly of
the Russian Federation. It is used as a tool for legislative enforcement of IHL norms and rules
in the Russian Federation. The LAWS issue is one of its focus areas.

20.  The Council on the Methodology of Al and Cognitive Research has been established
within the Russian Academy of Sciences with the aim of conducting and developing
fundamental and applied research in the field of global intellectual systems and technologies,
and information technology issues, and integrated monitoring of Al research, which also
includes emerging technologies in the area of LAWS.

Thus, the Russian Federation fully implements the guiding principles on emerging
technologies in the area of LAWS approved by the GGE on LAWS in 2018-2019. We call
on the CCW States Parties to follow these principles responsibly and to continue exchanging
information on specific practical measures for their national implementation in order to build
confidence and increase transparency.
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South Africa

General Remarks

1. The final report of the meeting of the High Contracting Parties (HCP) to the
Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons
Which May Be Deemed to Be Excessively Injurious or to have Indiscriminate Effects
(CCW), states that the Group of Government Experts (GGE) on emerging technologies in
the area of Lethal Autonomous Weapons Systems (LAWS) will conduct its work and adopt
its reports by consensus, one of which is to be submitted to the meeting of the High
Contracting Parties in 2020 and the other submitted to the 2021 Sixth Review Conference.

2. It further states that the GGE should explore and agree on possible recommendations
on options related to emerging technologies in the area of lethal autonomous weapons
systems, in the context of the objectives and purposes of the Convention, taking into account
all proposals (past, present and future) and in these discussions shall consider the legal,
technological and military aspects. In order to contribute constructively to the discussions
over the period, it is important for HCP to the CCW, to prepare sufficiently, which in the
case of South Africa, could not be done, due to the disruptive impact of COVID-19.

South Africa also would like to make further comments on the
following:

Humanitarian Objectives:

3. It is noted that the mandate of the GGE is to consider emerging technologies in the
area of lethal autonomous weapons (LAWS). Within the context of the Certain Conventional
Weapons Convention (CCW) the aim is to prohibit or restrict the use of certain types of
weapons that could cause unnecessary suffering to combatants or have indiscriminate effects
on civilians. From this point of view, South Africa continues to support the humanitarian
objectives aimed at the regulation of lethal autonomous weapons in order to minimise the
occurrence, effects and the potential risks posed by these weapons.

Possible Indiscriminate Effects

4, It is necessary to bear in mind the possible indiscriminate effects, especially on
civilian populations, that LAWS may have, or their use in an armed conflict. When
considering a ban or restriction on the production and use LAWS, it is therefore imperative
to consider both their design and use.

5. A key question also relates to the purpose(s) of the design of these weapons. If they
are not designed to be capable of identifying and engaging a specific single target object,
they can be deemed to have the inherent risk of having indiscriminate effects.

Human Control

6. Another crucial question in the consideration in the operation of LAWS remains the
point at which human activity, in the programming, activation or deactivation intervention,
occurs.

Defining Emerging Technologies

7. A critical question that remains, is related to that of the so-called "emerging
technologies”. In South Africa's view, there can be no legally binding definition of this term
at this stage, as it remains an open-ended concept.

Reconfirmation of the current mandate

8. Given the disruptive impact of COVID-19 and areas where further clarification would
be required as stipulated above, South Africa is of the view that the current mandate of the
GGE should be reconfirmed in 2020. South Africa considers the CCW as the most
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appropriate forum for further clarification, consideration and development of aspects of the
normative framework. South Africa further would like to advance that the issue of "emerging
technologies”, should be resolved and defined, failing to do that would pose serious
challenges to obtaining agreement on any negotiating mandate.

Commentaries by the High Contracting Parties on operationalizing all
eleven guiding principles at a national level

9. South Africa is of the view that the guiding principles were developed solely to guide
the work of the GGE and not for operationalizing at the national level. The guiding principles
and the debate around the guiding principles is still evolving and South Africa, like many
other countries, is also still in the process of internal consultations. This entails the processing
of the outcomes of the GGE through South Africa's internal structures, responding and
providing feedback to the GGE process, all with the objective to clarify and to aid the process
of developing its negotiating position. National positions are then fed into regional positions,
and ultimately into the multilateral level. Unfortunately, this process could not take place due
to COVID-19.

10. The GGE agreed that the guiding principles are also not exhaustive; it may be further
developed, elaborated and refined. It would be therefore more prudent to agree on the
operational and normative framework, before any discussion of implementation at national
level could take place, otherwise it would lead to a "cart before the horse" situation. In the
case of South Africa, such a discussion would in any case be superfluous, as implementation
of any international agreement, is guided by South Africa's constitutional processes.
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Spain

1. Spain is glad to meet the request from the President of the Group of Governmental
Experts on LAWS about national views on the operationalization of the guiding principles at
the national level in order to contribute to the discussion on the understanding and
interpretation of these principles.

2. The main ideas that underlie the guiding principles are the commitment with IHL
principles and the human responsibility in the compliance with those principles. At this point,
Spain reiterates that the respect of IHL requires sufficient human control on all weapons
systems, as well as an attribution of legal responsibility to the operator and the person who
orders their use. As a general rule, each engagement decision must be taken under the
authority of an accountable commander and the weapon system itself must be under the
control of an accountable operator.

3. Besides, human control over a weapon system should not be limited to its deployment
and use in the battlefield. Human beings are involved in different capacities throughout the
life cycle of the weapon system, including the training of commanders and operators,
research and development (R&D), as well as the weapon testing and certification. As a result,
human control should be ensured across the weapon system’s life-cycle, from initial
planning, R&D and certification to deployment.

First phase: Planning and R&D

4. To start with, States should assess, through legal reviews of new weapons and new
methods of warfare, whether the level of human involvement in the new system would violate
IHL. In case a legal review identifies a use that might be problematic, doctrine and training
are recommended to be drafted and implemented in such a way that they allow the weapon
to be used properly and in compliance with IHL.

5. During the R&D process, systems should be conceived in a way that provides
operators with a sufficient amount of human understanding in order to achieve adequate
awareness of the situation-. This would also allow to obtain an account of the reasons why
the machine is suggesting or going to take a specific course of action. Additionally, the design
must take into consideration a function allocation procedure that allows each step in the
targeting cycle to be identified and to specifically assign it to either a human or a machine.

6. Machines should be extensively tested during the R&D phase. Frequent feedback
from actual users, in conditions close to real-life ones during system deployment is also
crucial. Validation process should also be extensive in order to ensure that machines meet
the required specifications and fulfill their intended mission. Additionally, systems need to
be proofed against spoofing techniques and cyber or electronic attacks. Otherwise, they
couldn’t be deemed feasible from an operational perspective.

Second phase: Weapon use

7. Once the weapon has been certified for service, the High Command of the Armed
Forces will decide on the limits and the way it can be used (with different levels of
automation). In order to do so, the High Command of the Armed Forces relies on the
assistance provided by its legal advisers. The definition of the limits and the way to use the
weapon will depend on the nature of the overall mission, the type of tasks to be executed
during the mission and the evolution of the mission’s circumstances, resulting in a specific
doctrine with potential operational modes, identification of exclusive control privileges for
human operators and limits to the system usage in specific situations.

8. This operational guidelines must take into account the risks associated with system
autonomy such as automation bias, low level of trust and out-of-the-loop problems. The
operational guidelines must also foresee some provisions concerning the training of operators
and work procedures, among other.
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9. Once deployed, the system could potentially record every decision it takes. This
allows for a post-use assessment by users.

10. Autonomy may serve very different capabilities in different weapon systems
including mobility, targeting, intelligence, interoperability and health management. Some of
them may not pose significant ethical or legal risks (e.g. navigation), while others, such as
targeting, can be a source of concern. The targeting process requires a complex assessment
to ensure that an attack takes place in compliance with the principles of IHL in the conduct
of hostilities: distinction, proportionality and precaution in the attack.

Third phase: Modes of use

11.  In order to identify which modes of use are appropriate according to the mission
developed by the system and ensure the respect of IHL principles, it would be worthy to
establish a set of rules that bridge the gap between these principles and the specific use of
certain sorts of weapon systems. The type of human-machine shared control legally required
should be established on each single use of a weapon system.

12.  Spain privileges a human-in-the-loop mode of engagement as a general rule,
especially during complex operational environments. These situations would require humans
to remain as recipients of tactical information and to behave as decision-makers. These
situations demand some qualitative assessments in order to ensure the compliance with the
law. And these assessments cannot be reasonably conducted by a weapon system. In these
tactical situations, the operator/commander must have sufficient understandable information
to distinguish combatants from noncombatants, to determine that the military objectives
outweigh harm or risks to noncombatants and civilian objects, and to respect all other
applicable rules of International Humanitarian Law.

13.  Loitering weapons are the only offensive type of weapon that is known to be capable
of autonomously acquiring and engaging targets. However, loitering times, geographical
areas of deployment as well as categories of targets to potentially be attacked are elements
determined in advance by humans. Therefore, humans can exercise meaningful control.

14.  Human supervision and veto level (human-on-the-loop) might be deemed as an
acceptable level of control in the case of weapons systems with exclusively defensive
functions. This is the case of certain strictly defensive systems, where human safety is at
stake and where human reactions are too slow for an effective response. These include missile
and artillery interception systems which defend human-inhabited vehicles or locations, such
as Iron Dome, CIWS or Active Armor Protection Systems.

15. By enforcing meaningful human control on some of these modes of operation we can
mitigate the risk that autonomy in weapon systems implies in the acceleration of the pace of
war.

16. Human-out-of-the-loop weapons, capable of selecting targets and using the force
without any human input or interventions, should be considered incompatible with the
meaningful human control requirement. This type of weapons raises concerns about States
or non-State actors that may take little consideration for International Law. Since they
overlook collateral damage, they would be likely to embrace operational concepts where
humans would have little control over the use of weapons.

17.  Finally, regarding transparency and exchange of information, voluntary exchange of
experiences and good practices regarding the control policy implemented in different weapon
systems can be a measure towards better transparency and trust. Additionally, for a future
political declaration and a politically binding code of conduct, the determination of a set of
rules can be explored. These could establish which autonomous modes of use are appropriate
in relation to the mission developed by the system, in order to ensure the respect of the IHL
principles.
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Sweden

1. The following comments, in response to the request of the Chair of the GGE on
LAWS, are based on Sweden’s understanding of the eleven Guiding Principles.

International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems

2. This is a fundamental principle. In order for it always to be upheld, it is of utmost
importance to train and exercise the personnel in national armed forces in international law
applicable during armed conflict. Legal advisors specialized in international law play a
valuable advisory role in military decision-making relating to the interpretation and
application of IHL.

3. Further analysis would be welcome regarding the application of existing IHL on
account of possible future autonomous weapons systems.

Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system

4. The choice of military means and methods for a military operation must be compliant
with the relevant rules and regulations on how military means can be used. In planning a
military operation, a military commander and his/her staff must consider and assess the
presence of civilians (distinction), the principle of proportionality, the principle of
precautions in attack and the prohibition of causing unnecessary suffering and superfluous
injury. The use of a weapon that cannot, or will fail to, fulfil these provisions of IHL may not
be deployed or used.

Human-machine interaction ... should ensure that the potential use of weapons
systems based on emerging technologies in the area of lethal autonomous weapons
systems is in compliance with applicable international law, in particular IHL

5. This is another fundamental principle. Preserving human control over the use of force
is a key objective. Human-machine interaction can be seen as an important category of
measures needed to ensure such control. Military decision-makers and operators need to be
in control — both in terms of their understanding of the weapons systems and their ability and
skill to control the systems. All weapons systems have to be predictable and reliable so that
their human operators always can be certain that the systems will function in accordance with
the intentions of the operator.

6. In a military context, rules, regulations and procedures should form a hierarchy of
instructions for all operations involving weapons. They should cover, inter alia, the
organization, procedures, safety, basic command concepts, control of risk and necessary
training requirements. Manuals and training programs for all systems should accompany the
regulations. Any complex system must have rigorous handling regulations, including
methods for training and procedures for use.

7. Measures to ensure human control should be considered in the entire life cycle of a
weapons system. The specific measures will be context dependent. A system’s type of target
as well as spatial and temporal limits are likely to be important factors.

8. In the development of regulations, procedures, manuals and training programs, the
human-machine interaction and its limitations need to be taken into account. In the legal
weapons review process (“Article 36”), an analysis must be performed to ensure that it will
be possible to use a given weapons system in compliance with IHL. This analysis should
include aspects of human-machine interaction and the ways in which they are addressed in
manuals and training programs.

9. The more precise requirements of human control in various contexts still need to be
analysed, understood in practical terms and agreed.
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(d)  Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control

10.  See principles (a) and (b).

(¢) Inaccordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of warfare,
determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law

11.  States have an obligation under international law (article 36 of AP I) to determine
whether the employment of a new weapon would be prohibited under international law. In
Sweden, this is carried out by the Delegation for International Humanitarian Law Monitoring
of Arms Projects. All defence-related authorities must, without delay, report to this
delegation any proposed project that involves the study, development, procurement or
modification of weapons or methods of warfare.

12.  Inareview in accordance with article 36, the characteristics of the weapons system
are examined, as well as its planned use and other relevant aspects. In case of doubt or
scientific uncertainty, the examining entity could request further information and/or apply
further test methods. The examining entity is then to issue a decision that approves or rejects
the weapons system or method under review. It could also issue strict requirements for
modifications or limitations that would bring the system in line with the requirements of
international law.

13.  Information is available on a number of national legal review systems that could assist
HCPs wishing to create a system for legal weapons reviews or to examine an existing system.

(9) Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems

14.  Risk assessment and corresponding mitigation measures are part of the development
of all advanced weapons systems. The processes of procurement, maintenance and use of
such systems should be controlled by elaborate safety procedures. The procedures should be
documented in handbooks on safety from different perspectives, ranging from questions
about explosives and ammunition to software quality.

() Incrafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized

15.  Describing technical systems in a non-technical context is a challenging task. Using
adjectives normally used to describe human behaviour easily causes confusion and a risk of
drawing inaccurate conclusions about technical systems, that do not possess human qualities.
To avoid this, only strictly technical terms should be used.

() Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies

16.  Although peaceful uses of technology are not within the scope of the CCW, the
following may be noted: The overlap between the civilian and military spheres regarding
technology development is significant and appears to be increasing. This creates a mutual
dependency. If a new technology is adapted for military use, the requirements for robustness
and reliability of the system need to be set very high.

17.  Technological progress in e.g. automation, autonomy, artificial intelligence and
digitalisation/computerisation, is normally common to the military and the civilian spheres,
although often driven by civilian (commercial) interests. The challenges of ensuring
meaningful control are almost the same for technical systems that may be dangerous (civilian
applications) and systems designed to be dangerous (weapons).
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(k)

The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems

18.  The CCW offers an appropriate framework for the issues of emerging technologies in
the area of lethal autonomous weapons systems for several reasons. The participation of
experts from several relevant disciplines, as well as representatives from states, civil society
and industry, provides a richness of perspectives. Looking forward, the work needed to
increase the common understanding of the concept of human control in relation to legal,
military and technological aspects is a challenge. Experts from all HCPs need to be part of
the effort, including from the HCPs who possess the most advanced capabilities in this area.
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Switzerland

1. Switzerland sees the eleven guiding principles as an important consolidation of basic
understandings on emerging technologies in the area of LAWS among the High Contracting
Parties (HCP). The principles can guide current and future work in the multilateral context,
notably the consideration and development of the normative and operational framework in
the GGE. In addition, HCP may consider their operationalization at the national level, notably
in the context of complying with international humanitarian law (IHL) rules and satisfying
ethical concerns in the context of these emerging technologies.

2. Switzerland holds the view that human control is necessary to ensure IHL-conformity.
Such human control can be applied at various stages of the life cycle of an autonomous
weapon system (AWS), including the design phase. Switzerland is also of the opinion that
the actual decision to deploy an AWS and the assessments and decisions regarding its use in
a specific attack remain eminently critical touch points in the human-machine interaction and
must be retained within a responsible (military) chain of human command and control with
structures and processes that ensure IHL-conform decisions in the use of force, including
AWS.

3. Switzerland holds that an AWS would run contrary to guiding principle A and would
be unlawful: if 1) the outcomes cannot be reasonably predicted, or; 2) the effects cannot be
limited in accordance with IHL or 3) the system otherwise cannot be used in accordance with
IHL. In addition, Switzerland is of the view that it is persons, not machines, who must comply
with IHL. While certain tasks relevant for IHL-conformity could be facilitated by increasing
autonomy, that same technology might increase the demands on a human operator at the
moment of the use of the weapon, notably by taking feasible precautions as required by IHL.

4. Notably, it is Switzerland’s view that an AWS which would be able to define or
modify its mission and its rules of engagement without human validation would run contrary
to several guiding principles, including principles A, B and C. Such a system should be
neither developed nor engaged.

5. As outlined below with regard to guiding principle C, and in order to ensure and
facilitate compliance with IHL, Switzerland is convinced of the need for humans to retain
control at various stages of the lifecycle of a weapon system, including in the use of force.
We consider these to be key considerations to advance the debate and make recommendations
in relation to the clarification, consideration and development of aspects of the normative and
operational framework.

6. A number of technical and operational measures, including operational constraints
regarding tasks, target profiles, time-frame of operation, and scope of movement over an area
and operating environment, can be applied before the AWS’s use. However, to ensure IHL-
compliance and to satisfy ethical concerns, Switzerland stresses the relevance for human
control and supports efforts to gain further clarity on the extent to which the characteristics
of human control may evolve as technology develops, and what would be the appropriate
degree of human involvement, whatever the level of technological maturity.

Switzerland’s commentary on guiding principle A

7. As with any other means and method of warfare, the rules on the conduct of hostilities
must be respected in all circumstances, whether force is used against persons or objects,
whether in offense or in defense. Moreover, the requirement for the full compliance with IHL
is not limited to the rules governing the conduct of hostilities. If AWS were to be used in
relation to other activities governed by IHL, for instance guarding persons deprived of their
liberty, additional specific rules need to be respected. The rules and principles of IHL apply
independently of the military technology used; in that sense, IHL has a technologically-
neutral approach.

8. While noting potential benefits of autonomy to reduce risks for both civilians and
military forces, emerging technologies in the area of lethal autonomous weapons systems
also pose various challenges with regard to ensuring compliance with IHL. The predictability
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of AWS, contextual awareness, qualitative judgements or potential self-learning capabilities
are cases in point. Against this background, Switzerland holds that AWS whose outcomes
cannot be reasonably predicted or whose effects cannot be limited as required by IHL or that
otherwise cannot be used in accordance with IHL would run contrary to guiding principle A
and would therefore be unlawful. These elements imply a significant level of human control.

9. Generally, Switzerland is of the view that it is persons, not machines, who must
comply with IHL. While certain tasks relevant for IHL-conformity could be facilitated by
increasing autonomy, that same technology might increase the demands on a human operator
at the moment of the use of the weapon, notably by taking feasible precautions as required
by IHL.

10.  Switzerland would see value in the CCW exploring the potential role of constraints in
the design and functioning of AWS as well as operational constraints, for instance regarding
tasks, target profiles, time-frame of operation, or scope of movement over an area and
operating environment as mentioned in its commentary to guiding principle C in contributing
to ensure and facilitate compliance with IHL. In addition, ensuring respect for IHL in the
context of AWS may require additional or complementary legal or practical measures such
as: training of the personnel developing and using AWS, giving and supervising orders and
instructions, for instance with regard to operational constraints. The role of legal advisors
could become even more relevant as autonomy increases.

Switzerland’s commentary on guiding principle B

11.  Given that AWS possess no agency or legal personality of their own, individual
criminal responsibility focuses on the responsibility of humans that are involved as operators,
commanding officers, programmers, engineers, technicians or in other relevant functions. In
cases where the deployment of an AWS allegedly results in a serious violation of IHL, States
must investigate and, if appropriate, prosecute the suspects.

12.  In order to ensure human responsibility for decisions on the use of weapon systems a
certain degree of human control must be exerted or embedded at the appropriate stages of the
life cycle of the weapon. Human control can be exercised in various ways throughout
different phases of the life cycle of a weapon system, and notably in the targeting-cycle.
Those who design and procure a system must ensure that the system can be used in
accordance with IHL, while those who deploy and employ an AWS must ensure an IHL-
compliant use. Those actors must evaluate with particular scrutiny, under what
circumstances, and with which parameters and safeguards, a system can be employed in
compliance with IHL.As a general assumption, the more significant human involvement in a
specific use of an AWS is, the easier it is to assign individual responsibility.

Switzerland’s commentary on guiding principle C

13.  While different terms have been used to characterize the human-machine interaction,
it is largely uncontested that a certain type or level of control is indispensable whenever AWS
are to be employed. The key question, when operationalizing principle C, is where and how
limits for autonomy must be set, and, given the rapid technological developments, with which
control options such limits can be drawn, notably to ensure that IHL is respected in all
circumstances, including in unexpected situations.

14.  Applying the requirements of lawful use to AWS is complex as many pivotal rules of
IHL presume the application of evaluative decisions and value judgements. A key area for
further work is to gain clarity on the extent to which the need for human control may evolve
as technology develops, and what would be the appropriate degree of human involvement,
whatever the level of technological maturity. Likewise, it is important to better understand
to what extent the role of the human changes as a new quality of human-machine interaction
is developed. In this context, and in accordance with principle K, the CCW is well placed to
deepen the understanding of the potential necessary limits of autonomy in weapons systems,
taking into account inter alia 1) the type of tasks to be carried out; 2) the complexity of the
environment; 3) the complexity of the systems; and, 4) the cognitive abilities and workload

GE.21-04927



CCWI/GGE.1/2020/WP.7

of the human supervisor. The appropriate parameters for the human-machine interaction are
very likely to be context-dependent, system-specific and not generically definable.

15.  Switzerland sees a number of possible factors that could be considered when assessing
the necessary level of control. These include inter alia:

i.  Constraining the targets and tasks of the AWS, for instance by setting a narrow
target profile, taking into account the operational environment;

ii.  Imposing temporal and spatial limits on the operation of the AWS, or let human
control these parameters, notably in areas where civilians are present.

iii. Maintaining the ability of human supervision, by using technology (for instance
appropriate  human-machine interfaces) to support the human cognitive
involvement.

iv. Maintaining the ability to intervene in any AWS operation during the course of
an attack, preserving the possibility to deactivate an AWS, or to override the
application of force, if necessary.

v. Integrating fail-safe mechanisms which are triggered when the system operates
outside defined mission parameters, or when it malfunctions.

vi. Integrating "black box" systems able to record information collected by the
AWS and allowing for the tracking of the systems actions and decisions.

vii. Ensuring that self-learning algorithms do not evolve beyond established
parameters.

viii. Ensuring that AWS are fully integrated in military command and control
structure.

16.  This list of factors (i-viii) is not exhaustive. In accordance with principle K,
Switzerland supports further work in the context of the CCW to determine, in more detail,
the quality and extent of human control and the possible respective operational constraints.

Switzerland’s commentary on guiding principle D

17.  Accountability for developing, deploying and using any emerging weapons system
can be ensured in various ways. Without prejudice to other forms of liability (e.g. under tort
law) the responsibility of states for internationally wrongful acts and criminal responsibility
of individuals are of particular importance.

18.  States and humans must not escape international responsibility by a process of
“delegating” certain tasks to AWS. States must remain legally responsible for violations of
IHL as well as all acts committed by persons forming part of its armed forces. As mentioned
with regard to guiding principle B individuals must remain responsible under international
law for war crimes or other international crimes such as genocide or crimes against humanity
when employing AWS. Rules governing omissions as well as the responsibility of the
military commanders with respect to their subordinates and other persons under their control
may also play an important role when using AWS.

Switzerland’s commentary on guiding principle E

19.  Switzerland would like to recall the obligation of all States to “respect and ensure
respect” for IHL (see common Article 1 to the Geneva Conventions) and the prohibition to
use means and methods of warfare in contradiction to IHL. Therefore, an implementation of
IHL in good faith requires an assessment whether means and methods of warfare can be used
in conformity with IHL prior to their employment in international as well as non-international
armed conflicts.

20. As a State party to Additional Protocol | to the Geneva Convention (AP 1)
Switzerland’s is directly bound by article 36 AP I to conduct legal reviews of new weapons.
Switzerland's obligation under Art. 36 AP | has been integrated into national legislation. The
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relevant ordinance and directives provide for legal review in three stages, requiring a positive
declaration of conformity with international law during the initialization, before procurement
and before the introduction of a new weapon system into the Armed Forces. This guarantees
that no weapon system can be procured without legal clearance. In order to ensure that the
competent authority is able to conduct an independent legal review, in Switzerland access is
granted to all relevant information, in particular with regard to the military requirements and
technical characteristics of the weapon system concerned. It may furthermore require
extensive testing of a new weapon system and the involvement of experts to assess potential
negative consequences on health or the environment. The predictability of an AWS in
different operational environments, its accuracy and potential self-learning capabilities pose
particular challenges for the legal review of such weapons. HCPs should discuss how these
challenges could be addressed.

Switzerland’s commentary on guiding principle F

21.  Irrespective of the level of autonomy involved, the development and/or acquisition of
any weapons system by the Swiss Armed Forces goes through a dedicated and standardized
process. At each step of this process, the entire life cycle management of the system is
considered, including an assessment of the level of physical and non-physical security
measures that have to be applied. The key criteria to determine the required physical and
cybernetic security levels are the attractiveness of a system for unauthorized actors and the
potential consequences of the systems misuse. The degree of autonomy of a system, in this
regard, is one among several characteristics of a weapon system relevant when assessing the
level of security required.

22.  Inaddition to the security measures, Switzerland supports dialogue on AWS-relevant
technology in appropriate export control bodies in order to prevent the illicit proliferation of
relevant technologies.

Switzerland’s commentary on guiding principle G

23.  In the development, testing and deployment of any new weapon system on behalf or
by the Swiss Armed Forces, risk assessment is an integral part of the dedicated and
standardized life cycle management process. The risk assessment process factors in both the
risks associated with the use of a weapon and the system's intrinsic risks, such as the
predictability of a system. It takes inter alia into account 1) the applicable legal norms 2) the
type of tasks to be carried out; 3) the complexity of the environment; and 4) the complexity
of the systems; and, 4) the cognitive abilities and workload of the human supervisor.
Accordingly, the risk assessment shapes not only such elements as the deployment doctrine
and training but also the testing regime to ensure required levels of predictability,
cybersecurity etc. In this regard, the autonomous functions of a system are thoroughly taken
into account in the risk assessment and factored in, when developing appropriate mitigation
measures.

Switzerland’s commentary on guiding principle H
24.  While emerging technologies in the field of autonomy have the potential to help
individuals and states to facilitate compliance with IHL by incorporating international law

standards in the design of weapon systems, nothing should be interpreted in a way to
relativize guiding principles A, B or C.

Switzerland’s commentary on guiding principle I

25.  AWS possess no agency or legal personality of their own; they remain a “tool”.
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Switzerland’s commentary on guiding principle J

26.  Emerging technologies in the field of autonomy are dual-use technologies which have
significant potential to advance humanity in various sectors. CCW HCP should make sure
that any potential measure it adopts does not hamper peaceful uses of these technologies. In
this regard, the inclusion of the private sector, alongside with the academic community, in
the CCW discussions is of relevance.

Switzerland’s commentary on guiding principle K

27.  Against the backdrop of the centrality of principle A, and in the context of the IHL
compliance approach which Switzerland has long advocated, the CCW is an appropriate
framework to deal with emerging technologies in the area of LAWS. This is particularly the
case given the fact that the CCW work aims to strengthen IHL, striking a balance between
humanitarian concerns and military necessities. Switzerland also notes that the GGE’s broad
mandate allows for a comprehensive discussion including ethical and military aspects.

28.  Notwithstanding the centrality of the CCW, there are other aspects related to new
technologies such as artificial intelligence and robotics which are of relevance for
international as well as human security dimensions and which deserve to be addressed in
appropriate fora.
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United Kingdom of Great Britain and Northern Ireland

Overall context

1. Firstly, the UK’s position remains that it has no intention of developing systems that
could unilaterally employ lethal force without human involvement (i.e. LAWS). It remains
our view that International Humanitarian Law and the existing regulatory framework for the
development, procurement and use of weapons systems remains more than sufficient to
regulate new capabilities.

2. While many areas of discussion are outstanding, the eleven guiding principles
affirmed by the GGE in 2019 represent important areas of international consensus. They
provide an excellent basis from which to develop a normative and operational framework to
address emerging technologies in the area of LAWS. The challenge is how these can be
operationalised by states. The UK offers the following perspective on how this could be best
achieved by the GGE, chiefly by using existing work on the lifecycle of a weapon as a
framework for the creation and implementation of a compendium of good practice.

An instructive approach

3. The eleven interlinked guiding principles highlight many of the core tenets of the
LAWS debate but alone offer limited guidance on how to progress the practical application
of them. The activities and processes required to ensure the guiding principles are considered
throughout the development, deployment and use of weapon systems need to be articulated
and kept in the forefront of our minds.

The lifecycle of a weapon system: A framework for
operationalising the guiding principles

4, Within the report of the 2018 session of the GGE, six phases of a weapon lifecycle
were identified:

« political direction in the pre-development;

research and development;

testing, evaluation and certification; deployment, training, command and
control;

use and abort; and

post-use assessment.

5. The UK, among others’, built on this approach by describing the types of activities
which are already implemented by the UK throughout the lifecycle of a weapon system. This
framework is summarised in Figure 1 below.®

" For example, the working paper submitted by Australia in 2019 titled “Australia’s System of Control

and applications for Autonomous Weapon Systems”

8 As published: CCW/GGE.1/2018/WP.8 Human Machine Touchpoints: The United Kingdom's

perspective on human control over weapon development and targeting cycles. Submitted by the United
Kingdom of Great Britain and Northern Ireland
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Framework for considering activities throughout the lifecycle of a weapon system.

6. Rather than a strictly linear process this framework describes the various activities
which contribute towards the responsible development and use of weapon systems. The
process is largely cyclical, creating a loop of continual feedback and improvement. A
framework like this helps to illustrate how principles can be translated into practice
throughout the various stages of a weapon system lifecycle — it is a method we should
continue to employ.

Compendium of good practice: Throughout the lifecycle of a
weapon

7. As pointed out in the 2019 report of the GGE, exchange of good practice relating to
key activities such as legal weapon reviews could be beneficial. We continue to believe this
has merit and believe it not only to be an area worthy of focus, but one that should be
extended: as well as a purely legal review, the identification and exchange of good practices
relating to other key activities may provide added benefit. Activities and processes such as
those detailed in figure 1 could form a potential starting point.

How could this help the operationalisation of the guiding principles?

8. A compendium of good practice mapped against a weapon lifecycle would provide a
clear framework for the operationalisation of the guiding principles by states. Providing
actionable guidance for policy, technical, and military stakeholders could encourage the
adoption of national regulations designed to strengthen respect for international law and offer
guidance for how this could be achieved throughout the weapon lifecycle.

9. This framework would clarify how the existing requirements of IHL apply to
emerging technologies in the area of LAWS. It would help to ensure that human machine
interaction takes place, retain human responsibility for decisions and provide accountability
for developing, deploying and using systems — therefore ensuring IHL compliance.

10.  Whilst the work of the GGE to date has already made significant progress in clarifying
responsible behaviours and promoting multilateral collaboration, including valuable input
from civil society, such a framework would provide the next step in its implementation at a
national level.

11.  As part of this, it would be beneficial for parties to share potential case studies of use
to help provide further clarification at each stage of the lifecycle.

94



CCWIGGE.1/2020/WP.7

95

Stakeholder input: Industry involvement

12. A compendium would require input from multiple stakeholders across disciplines,
including governments, industry and civil society. Dialogue between governments and
industry is particularly important given the intersection with industry standards and the fact
that investment in research and development by private technology companies tends to dwarf
that of governments. Given the inclusive nature of the CCW GGE meetings, this will
continue to be an appropriate format, but there might be mutual benefit in further promoting
the involvement of representatives from private industry.

Human-machine interaction

13.  Human control is an enabler of military effectiveness and can help avoid undesirable
unintended consequences. It is not a simple concept — it can be distributed in nature, affected
by context and must be considered across the lifecycle of the whole system. We believe
discussions on this are central to the continued success of the group; they should be carried
out in tandem with work on a compendium on good practice.

14.  We believe this to be one of the most important areas of future focus for the group,
and also one that may allow the group to make the most meaningful headway in the
discussions on LAWS.

Next steps

15.  The UK does not seek to predetermine the exact format of any GGE outputs relating
to a normative and operational framework; as the delegation from the United States have
pointed out, form must follow substance. However, the aforementioned compendium of good
practice is not without precedent. For example, the Montreux Document is a non-legally
binding intergovernmental document which recalls existing legal obligations of states and
compiles good practices to help states take national measures to implement these. Likewise,
the use of Best Practice Guidelines is a key tool used by the Wassenaar Arrangement to
establish and encourage common behaviours amongst its members when assessing export
licensing matters.

16. The UK is producing a separate working paper which explores what human-machine
interaction means in more detail. The paper does not provide concrete answers — further
discussion among parties is required first — but rather sets out initial thinking to stimulate
debate and inform future discussions within the group.

17. 2020 has presented the GGE, and indeed the world, with an unprecedented situation
in which to continue its work. Extensive progress in the area of LAWS has been made over
the past few years — the UK wishes to emphasise the importance of the work undertaken by
the GGE and believes it is essential we maintain momentum and continue discussions. We
must be agile and work together; we look forward to continuing discussions within the group.
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United States of America (the)

1. This paper provides U.S. commentaries on the eleven Guiding Principles adopted by
the Group of Governmental Experts (GGE) on emerging technologies in the area of lethal
autonomous weapons systems (LAWS) and endorsed by High Contracting Parties to the
Convention on Certain Conventional Weapons (CCW).°

2. The guiding principles serve as a foundation for the GGE’s future work and can also
guide States in the responsible development and use of emerging technologies in the area of
LAWS. The guiding principles are a cohesive framework with each principle reinforcing
others.10

International humanitarian law continues to apply fully to all weapons systems,
including the potential development and use of lethal autonomous weapons systems.

3. This guiding principle is a foundational one for the GGE’s work. Understanding how
IHL applies to the potential development and use of lethal autonomous weapons systems is
critical for effectively implementing the other guiding principles, including guiding
principles (c), (d), (e), and (h).

4. The GGE should build on its successful 2019 work on IHL by further clarifying IHL
requirements applicable to the use of emerging technologies in the area of LAWS. What IHL
requires often depends on how weapons or tools are being used. Thus, clarifying IHL
requirements can be done by considering how militaries have used autonomous functions in
weapon systems.

5. In its 2019 working paper, the United States described three general scenarios for the
use of autonomous functions in weapon systems: 1) using autonomous functions to effectuate
more accurately and reliably a commander or operator’s intent to strike a specific target or
target group; 2) using autonomous functions to inform a commander or operator’s decision-
making about what targets he or she intends to strike; 3) using autonomous functions to select
and engage specific targets that the commander or operator did not know of when he or she
activated the weapon system.

6. The United States proposes the following draft conclusions for the GGE’s
consideration.

1. Consistent with IHL, autonomous functions may be used to effectuate more
accurately and reliably a commander or operator’s intent to strike a specific target
or target group.

a. The addition of autonomous functions, such as the automation of target
selection and engagement, to weapon systems can make weapons more
precise and accurate in striking military objectives by allowing weapons or
munitions to “home in” on targets selected by a human operator.

b. If the addition of autonomous functions to a weapon system makes it
inherently indiscriminate, i.e., incapable of being used consistent with the

The United States reaffirms its support for the GGE’s relevant conclusions in previous years’ reports
and the views previously expressed in U.S. working papers to the GGE, which may elaborate on the
points in this submission. See Implementing International Humanitarian Law in the Use of Autonomy
in Weapon Systems, March 28, 2019, CCW/GGE.1/2019/WP.5; Human-Machine Interaction in the
Development, Deployment and Use of Emerging Technologies in the Area of Lethal Autonomous
Weapons Systems, August 28, 2019, CCW/GGE.2/2018/WP.4; Humanitarian Benefits of Emerging
Technologies in the Area of Lethal Autonomous Weapon Systems, March 28, 2018,
CCWI/GGE.1/2018/WP.4; Characteristics of Lethal Autonomous Weapons Systems, November 10,
2017, CCWI/GGE.1/2017/WP.7; Autonomy in Weapon Systems, November 10, 2017,
CCWI/GGE.1/2017/WP.6.

For example, further work on elaborating how international humanitarian law (IHL) applies to the
potential development and use of lethal autonomous weapons systems (principle (a)), can assist States
in conducting legal reviews of new weapons (principle (€)), and such legal reviews also provide an
opportunity to consider good practices in human-machine interaction to ensure compliance with IHL
(principle (c)), as well as risk assessments and mitigation measures (principle (g)).
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principles of distinction and proportionality, then any use of that weapon
system would be unlawful.

c. The addition of autonomous functions to a weapon system can strengthen
the implementation of IHL when these functions can be used to reduce the
likelihood of harm to civilians and civilian objects.

Consistent with IHL, emerging technologies in the area of LAWS may be used
to inform decision-making.

a.  When making a decision governed by IHL, commanders and other decision-
makers must make a good faith assessment of the information that is
available to them at the time.

b. IHL generally does not prohibit commanders and other decision-makers
from using tools to aid decision-making in armed conflict. Whether the use
of atool to aid decision-making in armed conflict is consistent with IHL may
depend on the nature of the tool, the circumstances of its use, as well the
applicable rules and duties under IHL.

c. Reliance on a machine assessment to consider a target to be a military
objective must be compatible with the decision-maker’s duty under IHL to
exercise due regard to reduce the risk of harm to civilians and civilian
objects. Such compatibility depends on the relevant circumstances ruling at
the time, including:

i. how accurately and consistently the machine performs in not
mischaracterizing civilian objects as military objectives (i.e., false
positives);

ii. the decision-maker giving the machine assessment appropriate weight
relative to other information relevant to whether the target was a military
objective (e.g., operational context, intelligence reporting of the threat
identified by the system); and the urgency to make a decision (e.g.,
whether the decision occurred in combat operations or in the face of an
imminent threat of an attack, or whether more time could be taken before
making a decision).

Consistent with IHL, weapons systems that autonomously select and engage
targets may be used where the human operator has not expressly intended to strike
a specific target or group of targets when activating the weapon system.

a. The commander or operator could act consistently with the principle of
distinction by:

i. Using weapon systems that autonomously select and engage targets in
areas that constitute military objectives; or

ii. Using weapon systems that autonomously select and engage targets with
the intent of making potential targets constituting military objectives
(e.g., potential incoming projectiles in an active protection system) the
object of attack, provided that the weapon systems perform with
sufficient reliability (e.g., an active protection system consistently
selecting and engaging incoming projectiles) to ensure that force is
directed against such targets.

b. The expected loss of civilian life, injury to civilians, and damage to civilian
objects incidental to the employment of weapons systems that
autonomously select and engage targets must not be excessive in relation to
the concrete and direct military advantage expected to be gained.

i. The expected loss of civilian life, injury to civilians and damage to
civilian objects is to be informed by all available and relevant
information, including information about: (i) the presence of civilians
or civilian objects within the area and during the time when the weapon
system is expected to be operating; (ii) the performance of the
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weapon’s autonomous functions in selecting and engaging military
objectives; (iii) the risks posed to civilians and civilian objects when
the weapon engages military objectives; (iv) the incidence of military
objectives that could be engaged by the weapon system in the
operational area; and (v) the effectiveness of any precautions taken to
reduce the risk of harm to civilians and civilian objects.

ii. The concrete and direct military advantage expected to be gained is to
be informed by all available and relevant information, which may
include information about how the employment of the weapon system:
(i) threatens military objectives belonging to the adversary; (ii)
contributes to the security of the operating forces; (iii) diverts enemy
resources and attention; (iv) shapes or diverts the movement of enemy
forces; and (v) supports military strategies and operational plans.

c. Feasible precautions must be taken in use of weapon systems that
autonomously select and engage targets to reduce the expected harm to
civilians and civilian objects. Such precautions may include:

i. Warnings (e.g., to potential civilian air traffic or notices to mariners);
ii. Monitoring the operation of the weapon system; and

iii. Activation or employment of self-destruct, self-deactivation, or self-
neutralization mechanisms (e.g., use of rounds that self-destruct in
flight or torpedoes that sink to the bottom if they miss their targets).

(b)  Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered
across the entire life cycle of the weapons system.

7. This guiding principle reflects the fundamental importance of human responsibility in
using machines. The GGE should elaborate on guiding principle (b) by addressing how well-
established international legal principles of State and individual responsibility apply to States
and persons who use weapon systems with autonomous functions. Such work could inform
practical measures to promote accountability for such decisions, addressed under guiding
principle (d).

8. The United States proposes the following conclusions for the GGE’s consideration.

1.

Under principles of State responsibility, every internationally wrongful act of a
State, including such acts involving the use of emerging technologies in the area
of LAWS, entails the international responsibility of that State.!!

A State remains responsible for all acts committed by persons forming part of
its armed forces, including any such use of emerging technologies in the area of
LAWS, in accordance with applicable international law.

An individual, including a designer, developer, an official authorizing
acquisition or deployment, a commander, or a system operator, is responsible
for his or her decisions governed by IHL with regard to emerging technologies
in the area of LAWS.

Under applicable international and domestic law, an individual remains
responsible for his or her conduct in violation of IHL, including any such
violations involving emerging technologies in the area of LAWS. The use of
machines, including emerging technologies in the area of LAWS, does not
provide a basis for excluding legal responsibility.

The responsibilities of any particular individual in implementing a State or a
party to a conflict’s obligations under IHL may depend on that person’s role in
the organization or military operations, including whether that individual has

11 Adapted from Article 1 of the International Law Commission’s Draft articles on Responsibility of States
for Internationally Wrongful Acts.
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the authority to make the decisions and judgments necessary to the performance
of that duty under IHL.

6.  Under IHL, a decision, including decisions involving emerging technologies in
the area of LAWS, must be judged based on the information available to the
decision-maker at the time and not on the basis of information that subsequently
becomes available.

7. Unintended harm to civilians and other persons protected by IHL from accidents
or equipment malfunctions, including those involving emerging technologies in
the area of LAWS, is not a violation of IHL as such.

8.  States and parties to a conflict have affirmative obligations with respect to the
protection of civilians and other classes of persons under IHL, which continue
to apply when emerging technologies in the area of LAWS are used. These
obligations are to be assessed in light of the general practice of States, including
common standards of the military profession in conducting operations.

Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of
weapons systems based on emerging technologies in the area of lethal autonomous
weapons systems is in compliance with applicable international law, in particular
IHL. In determining the quality and extent of human-machine interaction, a range of
factors should be considered including the operational context, and the characteristics
and capabilities of the weapons system as a whole.

9. This principle recognizes that human-machine interaction should ensure IHL
compliance and as well as the need to consider human-machine interaction comprehensively,
across the life cycle of the weapon system. The GGE should elaborate on good practices in
human-machine interaction that can strengthen compliance with IHL.

10.  The United States proposes the following conclusions on human-machine interaction
for the GGE’s consideration.?

1. Weapons systems based on emerging technologies in the area of LAWS should
effectuate the intent of commanders and operators to comply with IHL, in
particular, by avoiding unintended engagements and minimizing harm to
civilians and civilian objects. This can be effectuated through the following
measures:

a.  Weapons systems based on emerging technologies in the area of LAWS
should be engineered to perform as anticipated. This should include
verification and validation and testing and evaluation before fielding
systems.

b. Relevant personnel should properly understand weapons systems based on
emerging technologies in the area of LAWS. Training, doctrine, and tactics,
techniques, and procedures should be established for the weapon system.
Operators should be certified by relevant authorities that they have been
trained to operate the weapon system in accordance with applicable rules.

c. User interfaces for weapons systems based on emerging technologies in the
area of LAWS should be clear in order for operators to make informed and
appropriate decisions in engaging targets. In particular, interface between
people and machines for autonomous and semi-autonomous weapon
systems should: (i) be readily understandable to trained operators; (ii)

12 These and other U.S. practices to ensure that the use of machines helps effectuate human intent are

discussed in greater detail in the U.S. working paper, Human-Machine Interaction in the Development,
Deployment and Use of Emerging Technologies in the Area of Lethal Autonomous Weapons Systems.
These practices are reflected in U.S. Department of Defense Directive 3000.09, Autonomy in Weapon
Systems, November 21, 2012 (updated May 8, 2017), available at www.esd.whs.mil.
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provide traceable feedback on system status; and (ii) provide clear
procedures for trained operators to activate and deactivate system functions.

(d)  Accountability for developing, deploying and using any emerging weapons system in
the framework of the CCW must be ensured in accordance with applicable
international law, including through the operation of such systems within a
responsible chain of human command and control.

11.  This guiding principle recognizes that State and individual responsibility must be
ensured through the effective implementation of accountability measures, including the
military chain of command. Such implementation is an essential part of the responsible use
of emerging technologies in the area of LAWS. The GGE should elaborate on guiding
principle (d) by articulating good practices to help ensure accountability.

12.  The United States proposes the following conclusions on human-machine interaction
for the GGE’s consideration.

1. The following general practices help ensure accountability in military
operations, including operations involving the use of emerging technologies in
the area of LAWS:

a. Conducting operations under a clear operational chain of command.

b. Subjecting members of the armed forces to a system of military law and
discipline.

c. Establishing and using procedures for the reporting of incidents involving
potential violations.

d. Conducting assessments, investigations, or other reviews of incidents
involving potential violations.

e. Disciplinary and punitive measures as appropriate.

2. The following practices with respect to the use of weapons systems, including
those based on emerging technologies in the area of LAWS, can promote
accountability:

a. Rigorous testing of and training on the weapon system, so commanders and
operators understand the likely effects of employing the weapon system.

b. Establishing procedure and doctrine applicable to the use of the weapon
system, which provide standards for commanders and operators on
responsible use and under which they can be held accountable under the
State’s domestic law.

c. Using the weapon system in accordance with established training, doctrine,
and procedures and refraining from unauthorized uses or modifications of
the weapon system.

(¢) Inaccordance with States’ obligations under international law, in the study,
development, acquisition, or adoption of a new weapon, means or method of warfare,
determination must be made whether its employment would, in some or all
circumstances, be prohibited by international law.

13.  This guiding principle reaffirms the principle in Article 36 of the 1977 Additional
Protocol I to the 1949 Geneva Conventions. The United States is not a party to the Additional
Protocol | and does not regard Article 36 as reflecting customary law, but engages in robust
practice of conducting reviews of the legality of weapons. Such reviews are a good practice
to facilitate the implementation of international law applicable to weapons and their use in
armed conflict.

14. “Emerging technologies” are novel by definition and thus may be construed as “new”
under this principle. The use of autonomy in weapon systems, however, is not necessarily
new. There is substantial State practice in using autonomous functions and features in
weapon systems for decades.
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15.  In that light, the United States proposes the following good practices for the legal
review of weapons systems based on emerging technologies in the area of LAWS for the
GGE’s consideration.

1.

Legal advisers should be consulted regularly in the development or acquisition
process as decisions that could pose legal issues are being made so that legal
issues can be identified and more in-depth reviews can be conducted where
necessary.

a. A weapon system under modification should be reviewed to determine
whether the modification poses any legal issues.

b. New concepts for the employment of existing weapons should also be
reviewed, when such concepts differ significantly from the intended uses
that were considered when those systems were previously reviewed.

The nature of the legal review and advice should be tailored to the stage of the
process of developing or acquiring the weapon.

c. Providing legal advice early in the development or acquisition process
allows IHL considerations to be taken into account early in the life cycle of
the weapon.

d. Atthe end of the development or acquisition process, formal legal opinions
can memorialize relevant conclusions and analysis while also being useful
to consider in subsequent reviews.

The legal review should consider the international law obligations applicable to
the State intending to develop or acquire the weapon system, including
prohibitions or other restrictions applicable to specific types of weapons, and
whether the intended or expected uses of the weapon system can be consistent
with those obligations under IHL.

The legal review should consider whether the weapon is illegal per se, i.e.,
whether the use of the weapon is prohibited in all circumstances.

e. The legal review should consider whether the weapon is of a nature to cause
superfluous injury or unnecessary suffering, or if it is inherently
indiscriminate, or is otherwise incapable of being used in accordance with
the requirements and principles of IHL.

f. Analyzing whether a weapon is “inherently indiscriminate,” should
consider whether the weapon is capable of being used in accordance with
the principles of distinction and proportionality.

g. In considering whether a weapon with new autonomous features or
functions is consistent with the prohibitions against weapons calculated to
cause superfluous injury or against weapons that are inherently
indiscriminate, it may be useful to compare the weapon to existing weapons
not falling under these prohibitions.

The legal review should advise those developing or acquiring the weapon
system or its concepts of employment to consider potential measures to reduce
the likelihood that use of the weapon will cause harm to civilians or civilian
objects.

Persons conducting the legal review should understand the likely effects of
employing the weapon in different operational contexts. Such expectation
should be produced through realistic system developmental and operational test
and evaluation.

Bearing in mind national security considerations or commercial restrictions on
proprietary information, States should share good practices on weapons reviews
or legal reviews of particular weapons where appropriate.
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When developing or acquiring new weapons systems based on emerging technologies
in the area of lethal autonomous weapons systems, physical security, appropriate non-
physical safeguards (including cyber-security against hacking or data spoofing), the
risk of acquisition by terrorist groups and the risk of proliferation should be
considered.

16.  The responsible development and use of new weapons systems based on emerging
technologies in the area of LAWS should consider a variety of issues, including those not
addressed specifically by IHL. In U.S. military practice, DoD Directive 3000.09 requires that
in order to mitigate the potential consequences of an unintended engagement or loss of
control of a system to unauthorized parties, “physical software and hardware will be designed
with appropriate [...] safeties, anti-tamper mechanisms, and information assurance [...].”**

Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems.

17.  Risk assessments and mitigation measures are useful tools to address the uncertainty
in the anticipated pace and trajectory of the future development of emerging technologies.
Risk assessments allow for a weighing of the benefits of the emerging technologies against
potential risks and allow for adjustments to be made as further research and development
occurs. Risk assessments can also support the training of commanders and operators by
helping them understand the function, capabilities, limitations, and likely effects of using a
weapon system.

18.  The GGE should build on the work reflected in paragraphs 23(a) and 23(b) of its 2019
report by further cataloging potential risks and mitigation measures that should be considered
in the design, development, testing, and deployment of weapons systems based on emerging
technologies in the area of LAWS.

Consideration should be given to the use of emerging technologies in the area of lethal
autonomous weapons systems in upholding compliance with IHL and other applicable
international legal obligations.

19.  This principle recognizes that emerging technologies in the area of LAWS can be used
to provide benefits, such as strengthening the implementation of IHL and reducing the
incidence of civilian casualties and other tragic outcomes in armed conflict that may occur
even when all parties have complied with the law.

20.  This principle should be implemented during legal reviews of new weapons, during
the formulation of military strategies and plans, and during the planning and conduct of
military operations. To facilitate such consideration and to encourage innovation that furthers
the objects and purposes of the CCW, the GGE should develop examples of specific practices
that those involved in these activities could consider. For example, the GGE could begin this
workstream by cataloging examples of ways in which emerging technologies in the area of
LAWS could be used to reduce risks to civilians in military operations, such as by:

1. incorporating autonomous  self-destruct, self-deactivation, or self-
neutralization mechanisms into munitions;

2. increasing awareness of civilians and civilian objects on the battlefield;

3. improving assessments of the likely effects of military operations;

4. automating target identification, tracking, selection, and engagement to

improve speed, precision, and accuracy; and

5. reducing the need for immediate fires in self-defense.!*

Id. at paragraph 4(a)(2)(a).

These practices are discussed in the U.S. Working Paper, Humanitarian Benefits of Emerging
Technologies in the Area of Lethal Autonomous Weapon Systems, March 28, 2018,
CCWI/GGE.1/2018/WP.4. For a discussion of other potential humanitarian benefits, in addition to
reducing the risk of civilian casualties in military operations, see paragraph 15 of the U.S. Working
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In crafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized.

21.  Anthropomorphizing emerging technologies in the area of LAWS can lead to legal
and technical misunderstandings that could be detrimental to the efficacy of potential policy
measures. From a technical perspective, anthropomorphizing emerging technologies in the
area of LAWS can lead to mis-estimating machine capabilities. From a legal perspective,
anthropomorphizing emerging technologies in the area of LAWS can obscure the important
point that IHL imposes obligations on States, parties to a conflict, and individuals, rather than
machines. “Smart” weapons cannot violate IHL any more than “dumb” weapons can.
Similarly, machines are not intervening moral agents, and human beings do not escape
responsibility for their decisions by using a weapon with autonomous functions.
Anthropomorphizing emerging technologies in the area of LAWS could incorrectly suggest
a diminished responsibility of human beings simply by the use of emerging technologies in
the area of LAWS.

Discussions and any potential policy measures taken within the context of the CCW
should not hamper progress in or access to peaceful uses of intelligent autonomous
technologies.

22.  Technology should not be stigmatized. Autonomy-related technologies, such as
artificial intelligence (Al) and machine learning, have remarkable potential to improve the
quality of human life with applications such as driverless cars and artificial assistants. The
use of autonomy-related technologies can even save lives, for example, by improving the
accuracy of medical diagnoses and surgical procedures or by reducing the risk of car
accidents. Similarly, the potential for these technologies to save lives in armed conflict
warrants close consideration, including potential applications to help uphold IHL as reflected
in guiding principle (h). As a result, research and development on autonomy-related
technologies should not be restricted based on the rationale that such technologies could be
used for weapons systems. Moreover, although the use of technologies for the purpose of
violating international law, must be condemned, the use of autonomy-related technologies
for defensive or other beneficial purposes should remain unhindered.

The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context of
the objectives and purposes of the Convention, which seeks to strike a balance
between military necessity and humanitarian considerations.

23.  The United States strongly supports the CCW GGE as the appropriate multilateral
forum for States to address emerging technologies in the area of LAWS because States can
use the GGE to engage in a substantive, non-politicized dialogue on IHL issues. The GGE
allows States to send technical, legal, policy, and military experts as part of their delegations,
submit working papers, and exchange State practice. The CCW GGE is open to all States,
includes States with relevant practice, and develops its reports by consensus. Civil society
participants can observe the proceedings and participate in the discussions. The High
Contracting Parties to the CCW have successfully put this framework to use in their
consideration of emerging technologies in the areas of LAWS as reflected in GGE’s
substantive reports and the guiding principles.

Paper, Implementing International Humanitarian Law in the Use of Autonomy in Weapon Systems,
March 28, 2019, CCW/GGE.1/2019/WP.5.
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Venezuela (Bolivarian Republic of)

Introduction

1. The Final Report of the 2019 Meeting of the High Contracting Parties to the
Convention on Prohibitions or Restrictions on the Use of Certain Conventional Weapons
Which May Be Deemed to Be Excessively Injurious or to Have Indiscriminate Effects
(CCW) states that the Group of Governmental Experts (GGE) on emerging technologies in
the area of Lethal Autonomous Weapons Systems (LAWS) will conduct its work and adopt
its reports by consensus, one of which is to be submitted to the meeting of High Contracting
Parties in 2020, and the other submitted to the 2021 Sixth Review Conference.

2. It further states that the GGE is to explore and agree on possible recommendations on
options related to emerging technologies in the area of lethal autonomous weapons systems,
in the context of the objectives and purposes of the Convention, taking into account all
proposals (past, present and future) and the agenda items as reflected in paragraph 11 and
annex | of the Report. Under each agenda item, the Group shall consider the legal,
technological, and military aspects and the interaction between them, and bearing in mind
ethical considerations.

3. The Final Report of the High Contracting Parties also states the GGE is to consider:
« the guiding principles, which it may further develop and elaborate,
- the work on the legal, technological and military aspects

- and the conclusions of the Group, as reflected in its reports of 2017, 2018 and
2019.

4. According to the report, the GGE must use these elements as a basis for its consensus
recommendations concerning the clarification, consideration, and development of aspects of
the normative and operational framework on emerging technologies in the area of lethal
autonomous weapons systems.

5. Considering that the Final Report was a negotiated document, which represents the
consensus of those of the High Contracting Parties, the elements contained in the mandate
that will serve to present consensual recommendations to the Sixth Review Conference, must
be treated equally.

6. Similarly, the guiding principles contained in the Report have also been adopted by
consensus by the High Contracting Parties. Therefore, a subsequent addition or
supplementation should not be allowed outside of the work of the CCW.

7. In the same way, and according to the established mandate, the guiding principles, the
work on the legal, military, and technological aspects, and the previous conclusions of the
Group, should be oriented to the clarification, consideration, and development of a
framework that contains two functions: normative and operational.

On the operationalization of the guiding principles

8. The Bolivarian Republic of Venezuela welcomes the debate regarding the
operationalization of the guiding principles as part of the mandate of the GGE and duly
recalls that there is work to be done on the legal, technological and military aspects and the
conclusions of the Group aimed at the clarification, consideration, and development of a
normative framework.

9. The agreement on the guiding principles, as a result of the work during the CCW
meetings, is important and useful as a basis for legal regulations, both international and
national on those weapons systems. It is of utmost importance that international humanitarian
law continues to fully apply to all weapons systems, particularly to the development and use
of emerging technologies in the area of lethal autonomous weapons systems. Venezuela
deplores the existence of such weapons.
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10. In this sense, the Bolivarian Republic of Venezuela believes that the guiding
principles and their potential operationalization are not sufficient to satisfy the need for a
legally binding instrument that includes prohibitions and regulations regarding emerging
technologies in the area of LAWS.

11.  The guiding principles are only a good basis for the progress of laws and treaties on
the matter, therefore they should not be taken as regulations for their national
implementation. The eleven guiding principles are a referential framework to advance in the
negotiation of an eventual treaty and could be considered by each State in its national
capacity, to develop, complement or create laws that determine its own regulations on the
matter.

12. The Bolivarian Republic of Venezuela recalls the Final Document of the Summit of
Heads of State and Government of the Non-Aligned Movement (NAM), held in 2019 in
Baku, which welcomed the efforts of the Non-Aligned States Parties to the CCW to advance
their positions during the meetings of the GGE on LAWS, in particular, to the need for new
legally-binding provisions for addressing the humanitarian and international security
challenges posed by emerging technologies in the area of LAWS. They agreed that there is
an urgent need to pursue a legally-binding instrument on LAWS.

13.  Likewise, the Bolivarian Republic of Venezuela recalls the Statements of the Group
of NAM on Agenda Items: 7 and 8 for the 2018 and 2019 Meeting of the High Contracting
Parties to the CCW, according to which in 2020, NAM looks forward to making progress
towards the development of concrete policy recommendations including elements of a legally
binding instrument stipulating prohibitions and regulations on LAWS.

14. In light of this background, the Bolivarian Republic of Venezuela would like to
present the following comments related to the current mandate of the GGE on LAWS:

Potential challenges posed by emerging technologies in the area of
Lethal Autonomous Weapons

a. All weapons, including fully autonomous weapons or those with autonomous functions,
must remain under the direct control and supervision of humans at all times and must
comply with international law, including international humanitarian law and
international human rights law.

b. Lethal autonomous weapons systems pose fundamental challenges to the principles of
international humanitarian law, including the principles of distinction and
proportionality. If the design of lethal autonomous weapons systems cannot ensure that
the parties to a conflict can distinguish at all times between the population and the
combatants, and disabled or surrendered combatants, as required by international
humanitarian law, then neither can it ensure that these weapons can fully comply with
international humanitarian law.

c. Similarly, in terms of proportionality, the arms race associated with the development of
this type of technology indicates that the States possessing this type of technology could
have a strategic advantage, particularly against non-possessing States, and could cause
excessive damage. In principle, only a human is capable of "human judgment" and of
making the contextual and subjective assessments necessary to minimize "human
suffering." At the same time, it is clear that a programming error derived from biased
programming during the design could cause disproportionate harm.

d. International law establishes that States are responsible for the actions of their military
personnel in the conflict, including for the deployment of weapons that have led to
violations of international humanitarian law. It should be prevented that States can argue
the nature and possible levels of autonomy of lethal autonomous weapons systems to
escape responsibility for decision-making that have resulted in violations of international
law, in particular international humanitarian law.
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e. It must be guaranteed that international responsibility for acts that violate international
humanitarian law can be ensured for those who design, produce, and/or deploy them,
regardless of the forensic difficulties arising from their use.

f.  The provisions on the prevalence of international humanitarian law in the development
of LAWS must constitute an ethical framework applicable, without distinction, to all
technical aspects of its eventual development, since the responsibility of any intervening
actor cannot be attenuated, by State or private actor.

g. Alegally binding instrument that establishes prohibitions and regulations for the design,
development, and deployment of lethal autonomous weapons systems is essential to
ensure compliance with international humanitarian law in the event of the deployment
of these weapons.

Characterization of lethal autonomous weapon systems and the
consideration of the human element in the use of lethal force

a.  Much has been discussed in the framework of the GGE's work regarding the nature of
lethal autonomous weapons systems. In the opinion of the Bolivarian Republic of
Venezuela, a legally binding instrument that establishes prohibitions or regulations to
ensure compliance with international humanitarian law could help distinguish between
the use of emerging technologies in the area of artificial intelligence for peaceful use and
lethal autonomous weapon systems, including those completely autonomous from those
semi-autonomous or with critical autonomous functions.

b. The potential difficulties of attribution of responsibility in the case of malicious design,
development, and deployment of these weapons, make a complete prohihition on their
use desirable.

c. Different regulations may be established for the design and development of certain types
of semi-autonomous weapons, weapons with some autonomous functions or critical
functions, and weapons that rely on artificial intelligence, to ensure the preservation of
complete human control over the use of force, such as drones and other types of
unmanned weapons, in all phases of design, development, and deployment.

d. Likewise, negative obligations could be clearly and concretely established to prevent the
imposition of unjust restrictions and obstacles to intergovernmental cooperation for
development in the field of artificial intelligence. A legally binding instrument can
recognize that broad sectors of innovation in artificial intelligence can positively impact
public policies in health and education matters.

Possible military applications of related technologies in the context of
the GGE

a. Technological improvements in the field of weaponry, in general, have only served to
increase the destructive potential and threat of these weapons. In this context, countries
possessing technology in the matter of emerging technologies in the area of lethal
autonomous weapons systems must offer models of negative security assurances in favor
of countries that do not possess these weapons.

b. The development of advanced weapons technology currently deployed has not reduced
the suffering of civilians or military personnel in conflict. Therefore, there are no
statistical indications that allow us to assume that the development of technology-based
on artificial intelligence aimed at the development of lethal autonomous systems will
reduce the suffering of armed conflict.

c. In fact, certain types of drones, assisted by artificial intelligence technology functions,
have been used and armed in recent years by State or non-State actors, and can nowadays
strike deep into national territory, targeting individuals and public infrastructure,
including civilian infrastructure, as reported in 2020, by of the Special Rapporteur of the
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Human Rights Council on extrajudicial, summary or arbitrary executions
(A/HRC/44/38).

Possible options for addressing the humanitarian and international
security challenges

15.  The Bolivarian Republic of Venezuela considers that the guiding principles, which
can be further developed, the work on the legal, technological, and military aspects and the
conclusions of the Group, as reflected in its reports of 2017, 2018, and 2019, can serve as the
basis for recommendations for the development of aspects of the normative framework, as
stated by the mandate of the GGE.

16.  The Bolivarian Republic of Venezuela considers that to answer to the challenges
mentioned above, the development of aspects for the normative framework can be
recommended as the negotiation of a legally binding instrument aimed of prohibitions and
regulations on emerging technologies in the area of lethal autonomous weapons systems to
ensure compliance with international humanitarian law.
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International Committee of the Red Cross

1. The "Guiding Principles" agreed by the Convention on Certain Conventional
Weapons (CCW) Group of Governmental Experts (GGE) on "Emerging Technologies in the
Area of Lethal Autonomous Weapons Systems" provide a useful basis for orientating the
future work of States towards agreeing an effective "normative and operational framework"
to address autonomous weapon systems/

2. This commentary groups the Guiding Principles under three main themes that, in the
view of the ICRC, deserve States’ focused attention.

International humanitarian law limits the development and use of
autonomous weapon systems

It was affirmed that international law, in particular the United Nations Charter and
International Humanitarian Law (IHL) as well as relevant ethical perspectives, should guide
the continued work of the Group. Noting the potential challenges posed by emerging
technologies in the area of lethal autonomous weapons systems to IHL, the following were
affirmed, without prejudice to the result of future discussions.

3. The ICRC welcomes States’ unequivocal affirmation that both international law and
ethical perspectives should guide the work of the GGE. The development and use of
autonomous weapon systems is limited by international law, in particular the general rules of
IHL governing the choice of means and methods of warfare and the specific treaty and
customary rules prohibiting or restricting certain weapons.'> Additional constraints may
derive from ethical considerations, including from the principles of humanity and the dictates
of public conscience.®

(a) International humanitarian law continues to apply fully to all weapons systems, including
the potential development and use of lethal autonomous weapons systems

4. IHL regulates the conduct of armed conflict and seeks to limit its effects. It protects
people not taking part in hostilities (such as civilians) and those who are no longer doing so
(such as wounded or surrendered combatants). During an armed conflict, IHL governs the
use of weapons, means and methods of warfare in the conduct of hostilities, including
autonomous weapon systems. Outside armed conflict, the use of weapons is primarily
governed by international human rights law, which is applicable at all times.

5. In the view of the ICRC, autonomous weapon systems raise challenges for compliance
with IHL. The rules on the conduct of hostilities, notably the rules of distinction,
proportionality and precautions in attack, already set limits on the use of autonomous weapon
systems, although many legal questions require clarification, and ethical concerns may
demand limits that go beyond those found in existing law.*

6. The key question is not whether IHL applies to autonomous weapon systems in armed
conflict, but how IHL is applied, that is, how IHL rules are and should be interpreted and
implemented in practice, and whether new legally binding rules, policy standards or best
practices are needed.®

ICRC, International Humanitarian Law and the Challenges of Contemporary Armed Conflicts. Report
to the 33rd International Conference of the Red Cross and Red Crescent, October 2019, Section 2 B,
pp. 29-31.

CCW/GGE.1/2018/WP.5

ICRC, International Humanitarian Law and the Challenges of Contemporary Armed Conflicts, 2019,
op. Cit.

ICRC, States must address concerns raised by autonomous weapons, Statement to the Meeting of the
High Contracting Parties to the CCW, 14 November 2019; ICRC, International Humanitarian Law and
the Challenges of Contemporary Armed Conflicts, 2019, op. cit.; ICRC, Statement under agenda item
5e. CCW GGE on LAWS, Geneva, 25-29 March 2019; Boulanin, V., Davison, N., Goussac, N. and
Peldan Carlsson, M., Limits on Autonomy in Weapon Systems, ICRC & SIPRI, June 2020, Chapter 4,
Recommendations 3 & 4.
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(e) In accordance with States’ obligations under international law, in the study, development,
acquisition, or adoption of a new weapon, means or method of warfare, determination must
be made whether its employment would, in some or all circumstances, be prohibited by
international law

7. States Parties to 1977 Additional Protocol | to the Geneva Conventions have a legal
obligation to conduct legal reviews of new weapons.*® In the ICRC’s view, the requirement
to carry out legal reviews also flows from the obligation to ensure respect for IHL. Besides
these legal requirements, all States have an interest in assessing the lawfulness of new
weapons.? Effective legal reviews are critical to ensuring that a State’s armed forces comply
with IHL in light of rapid technological developments. However, in the view of the ICRC,
they are not sufficient alone to address the concerns raised by autonomous weapon systems
given the complex legal and ethical questions involved, which require common
understandings at the international level.*

8. Implementation of legal reviews of autonomous weapon systems raises practical
challenges and questions, especially given the difficulties in foreseeing the likely
consequences of use of autonomous weapon systems.?? In conducting reviews, particular
attention should be given to measures needed to ensure human control over weapons and the
use of force.

(h) Consideration should be given to the use of emerging technologies in the area of lethal
autonomous weapons systems in upholding compliance with IHL and other applicable
international legal obligations

() When developing or acquiring new weapons systems based on emerging technologies in
the area of lethal autonomous weapons systems, physical security, appropriate non-
physical safeguards (including cyber-security against hacking or data spoofing), the risk of
acquisition by terrorist groups and the risk of proliferation should be considered

(9) Risk assessments and mitigation measures should be part of the design, development,
testing and deployment cycle of emerging technologies in any weapons systems

9. Under IHL, all parties to armed conflict have a legal obligation to respect and ensure
respect for IHL. This entails a duty to ensure that all weapons, means and methods of warfare,
including autonomous weapon systems, are capable of being used, and are in fact used, in
compliance with IHL and with other applicable international legal obligations (Guiding
Principle (h)). These obligations, as well as additional obligations for States Parties to
specific treaties, also demand consideration in the transfer of weapons (Guiding Principle

().

10.  Risk assessments and mitigation measures during the design, development, testing
and deployment of new weapons may be required to ensure compliance with these legal
obligations (Guiding Principle (g)), including as part of obligations to conduct legal reviews
of new weapons (Guiding Principle (e)).

Human control is central to the legal compliance and ethical
acceptability of autonomous weapon systems

(c) Human-machine interaction, which may take various forms and be implemented at
various stages of the life cycle of a weapon, should ensure that the potential use of weapons
systems based on emerging technologies in the area of lethal autonomous weapons systems
is in compliance with applicable international law, in particular IHL. In determining the
quality and extent of human-machine interaction, a range of factors should be considered
including the operational context, and the characteristics and capabilities of the weapons
system as a whole

ICRC, A Guide to the Legal Review of New Weapons, Means and Methods of Warfare, January 2006.
ICRC, International Humanitarian Law and the Challenges of Contemporary Armed Conflicts, 2019,
op. cit., Section 2.E, pp. 34-35.

ICRC, Statement under agenda item 5e, op. cit.

Ibid.
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11.  For the ICRC, Guiding Principle (c) — together with Guiding Principles (b) and (d)
— reflect the main risks posed by autonomous weapon systems: loss of human control over
weapons and the use of force; diffusion, or abdication, of human responsibility for the
consequences of their use; and practical challenges in ensuring accountability for violations
of international law that may result.

12.  Measures pertaining to human control, responsibility and accountability — including
but not limited to measures concerning "human-machine interaction” and implemented
throughout weapon development and use — are critical to ensuring compliance with
applicable international law, in particular IHL, as well as ethical acceptability.?

13. Based on humanitarian, legal, and ethical considerations, as well as military
operational realities, a recent report co-published by the ICRC and SIPRI proposes a
combination of three types of control measures on autonomous weapon systems needed to
satisfy legal obligations and ethical considerations: 1) controls on weapon parameters; 2)
controls on the environment of use; and 3) controls through human-machine interaction.?
These measures should be considered in the use of autonomous weapon systems, as well as
in their study, research, development and acquisition (Guiding Principle (g)).?

14. These types of control measures can inform internationally agreed limits on
autonomous weapon systems, whether in the form of new legally binding rules, policy
standards or best practices:?®

15.  Controls on weapon parameters can inform limits on types of autonomous weapon
systems including the targets they are used against, as well as limits on their duration and
geographical scope of operation, and requirements for deactivation and fail-safe mechanisms.

16.  Controls on the environment can inform limits on the situations and locations in which
autonomous weapon systems may be used, notably, in terms of the presence and density of
civilians and civilian objects.

17.  Controls through human-machine interaction can inform requirements for human
supervision, and ability to intervene and deactivate autonomous weapon systems, and
requirements for predictable and transparent functioning.

(b) Human responsibility for decisions on the use of weapons systems must be retained
since accountability cannot be transferred to machines. This should be considered across
the entire life cycle of the weapons system

(d) Accountability for developing, deploying and using any emerging weapons system in the
framework of the CCW must be ensured in accordance with applicable international law,
including through the operation of such systems within a responsible chain of human
command and control

18.  Legal obligations under IHL rules on the conduct of hostilities must be fulfilled by
those persons who plan, decide on, and carry out military operations. It is humans, not
machines, that comply with and implement these rules, and it is humans who can be held
accountable for violations. Whatever the machine, computer program, or weapon system
used, individuals and parties to conflicts remain responsible for their effects.?” Nevertheless,
the way in which autonomous weapon systems function — i.e. independently selecting and

ICRC, International Humanitarian Law and the Challenges of Contemporary Armed Conflicts, 2019,
op. cit.; ICRC, Statement under agenda item 5a. CCW GGE on LAWS, Geneva, 25-29 March 2019;
ICRC, Statement under agenda item 5c, CCW GGE on LAWS, Geneva, 25-29 March 2019;
CCW/MSP/2018/WP.3; CCW/GGE.1/2019/WP.7; ICRC, Ethics and autonomous weapons systems:
An ethical basis for human control?, op. cit.; ICRC, Autonomous Weapon Systems: Implications of
Increasing Autonomy in the Critical Functions of Weapons, August 2016; ICRC, Autonomous Weapon
Systems: Technical, Military, Legal and Humanitarian Aspects, March & November 2014.

Boulanin, V., Davison, N., Goussac, N. and Peldan Carlsson, M., Limits on Autonomy in Weapon
Systems, op. cit. Chapter 4, Recommendation 1.

Ibid., Chapter 4, Recommendation 5.

Ibid., Chapter 4, Recommendation 2.

ICRC, International Humanitarian Law and the Challenges of Contemporary Armed Conflicts, 2019,
op. Cit.
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applying force to targets without human intervention — raises questions about the about the
practical possibility of holding parties to conflict and individuals legally accountable for the
consequences of their use, including for violations of IHL.?

19. The rules on the conduct of hostilities — notably the rules of distinction,
proportionality and precautions in attack — require complex assessments based on the
circumstances prevailing at the time of the decision to attack, and during an attack.
Commanders or operators must retain a level of human control over weapon systems
sufficient to allow them to make context-specific judgments to apply the law in carrying out
attacks.?®

20.  From an ethical perspective, human control is required to preserve human agency and
uphold moral responsibility in decisions to use force. This requires a sufficiently direct and
close connection to be maintained between the human intent of the user and the eventual
consequences of the operation of the weapon system in a specific attack. Weapons, as
inanimate objects, do not have moral agency and nor can they meaningfully be held
responsible or accountable.

21.  Measures aimed at ensuring human control, responsibility and accountability are
outlined under Guiding Principle (c).

3. Towards an effective multilateral response to autonomous weapon
systems

(k) The CCW offers an appropriate framework for dealing with the issue of emerging
technologies in the area of lethal autonomous weapons systems within the context of the
objectives and purposes of the Convention, which seeks to strike a balance between military
necessity and humanitarian considerations

22.  In the view of the ICRC, the CCW — and the GGE on "Emerging Technologies in
the Area of Lethal Autonomous Weapons Systems" — offers an appropriate framework to
address the risks posed by autonomous weapon systems falling within its scope. This is
without prejudice to consideration of such risks in other relevant fora.

23.  In light of humanitarian, legal and ethical concerns, the ICRC reiterates its call to
States at the GGE to urgently agree international limits on autonomous weapon systems.
Rapid technological advances and military-doctrinal developments in a number of States
indicate that the window for preventive action is fast closing.3!

24.  As Guiding Principles (b), (c) and (d) imply, an effective policy response to the risks
posed by autonomous weapon systems requires consideration of what "quality and extent" of
human control is necessary and how "human responsibility" and "accountability" are ensured.
Measures aimed at ensuring human control, responsibility and accountability can inform
international limits on autonomous weapon systems.

(i) In crafting potential policy measures, emerging technologies in the area of lethal
autonomous weapons systems should not be anthropomorphized

Legal obligations and ethical responsibilities rest with humans. Weapons, as inanimate
objects, do not hold such obligations or responsibilities, and it should not be implied that they
do (see also Guiding Principle (b)).

28 |CRC, International Humanitarian Law and the Challenges of Contemporary Armed Conflicts. Report
to the 32nd International Conference of the Red Cross and Red Crescent, October 2015, Section VI I)
i), p. 46.

29 |CRC, International Humanitarian Law and the Challenges of Contemporary Armed Conflicts, op. cit.

30 ICRC, Ethics and autonomous weapons systems: An ethical basis for human control?, op. cit.;
Boulanin, V., Davison, N., Goussac, N. and Peldan Carlsson, M., Limits on Autonomy in Weapon
Systems, op. cit., Chapter 2, Section IlI.

31 |CRC, States must address concerns raised by autonomous weapons, op. cit.; ICRC, Statement under
agenda item 5e, op. cit.
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(j) Discussions and any potential policy measures taken within the context of the CCW should
not hamper progress in or access to peaceful uses of intelligent autonomous technologies

25.  Even the strictest measures taken to address the concerns raised by autonomous
weapon systems can be crafted so as not to hamper progress in or access to relevant
technologies for peaceful purposes. For example, the CCW Protocol IV prohibition of
blinding laser weapons has not hampered progress in laser technology, nor have the
Biological Weapons Convention or the Chemical Weapons Convention hampered progress
in the peaceful uses of biology and chemistry.
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Annex IV

Links to complementary events & civil society commentaries

[English only]

Title

Link

UNODA/UNIDIR webinars (26-28 October
2020)

Summary of webinar on Technological
Aspects
Summary of Webinar on Military Aspects

Summary of Webinar on Legal Aspects

Berlin Forum on Lethal Autonomous Weapons
Systems (1-2 April 2020)

Rio Seminar on Autonomous Weapons Systems
(20 February 2020)

Civil society commentaries on the guiding
principles:

Campaign to Stop Killer Robots

International Panel on the Regulation of
Autonomous Weapons (iPRAW)

https://meetings.unoda.org/meeting/laws-
webinars-2020/

https://documents.unoda.org/wp-
content/uploads/2021/01/Technological-
aspects.pdf

https://documents.unoda.org/wp-
content/uploads/2021/01/Military-aspects.pdf

https://documents.unoda.org/wp-
content/uploads/2021/01/Legal-aspects.pdf

https://rethinkingarmscontrol.de/conference-
material/

https://undocs.org/CCW/GGE.1/2020/WP.2

http://mww.funag.gov.br/index.php/en/news/3072-
registrations-open-for-the-rio-seminar-on-
autonomous-weapons-systems

https://documents.unoda.org/wp-
content/uploads/2020/07/20200605-Campaign-to-
Stop-Killer-Robots.pdf

https://documents.unoda.org/wp-
content/uploads/2020/09/iPRAW_Commentary G
uidingPrinciples.pdf
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