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Moratorium on fully autonomous robotic weapons needed to
allow the UN to consider fully their far-reaching implications
and protect human rights

Fully autonomous robotic weapons with potentialiyhbl effects or “lethal autonomous
robotics” (LARs) that can by themselves selectackt kill and wound human targets,
doing so without human intervention once activataise extremely serious human rights
concerns, threatening the right to life and po#diytundermining other human rights.

Amnesty International foresees that the use of suehpons would result in unlawful
killings and injuries both in situations of armeahdlict, where international humanitarian
law(IHL) and international human rights law appand in law enforcement operations,
where human rights law applies to the exclusiotHaf.

Although it is almost impossible to determine holese states and companies are to
producing fully autonomous robotic weapons thatl Wwé used against human beings in
conflict or law enforcement situations, some ségatelieve that such weapons could now
be developed quickly and deployed by states anch ewen-state actors before the
international community has had a chance to fullgsider and address their far-reaching
implications.

Weapon systems based on LARs technology are rejpwprédready deployed by a few
states to detect and destroy incoming missilesketscand shells rather than targeting
human beings. Some developers claim their weapamwe Bome degree of human control
and are therefore semi-autonomous, but the exaotenaf each and every weapon system
and the consequences of its use are unclear.

The development of LARs weapons technology in diffé countries is being carried out to
a considerable degree in secret, so that infornssisision by the international community
of the implications and appropriate means of cdrafosuch technology and weapons is
made very difficult.

Another key problem is that the technology involiaddeveloping robotic weapons for
military and law enforcement operations is intented with technology used in the
development of purely civilian applications. Specifontrols on the development, transfer
and use of other dual use technologies have beeeddy states, but in the case of LARs
weapons technology states have not yet agreedfisplasis and mechanisms to exercise
such control.

On 9 April 2013 the UN Special Rapporteur on ejiidicial, summary or arbitrary
executions, Professor Christof Heynes, publishedpart elaborating on the danger that
LARs could “almost unnoticeably result in a sitoatwhich presents grave dangers to core
human values and to the international securityesyst® The Rapporteur is calling on
States to impose national moratoria on certainvities related to LARs until effective
systems are established to regulate the technolddye previous UN Special Rapporteur
on extra-judicial, summary or arbitrary executioRkjlip Alston, had also examined LARs
in a report published in 2010 (A/65/321) callimger alia for the convening of an expert
group to consider robotic technology and compliawith international human rights and
humanitarian law.

Serious questions arise regarding the incompatiatare of LARs weapons for use against
human targets with the existing obligations ofegatnder international law regarding the

! A/HRC/23/47, at paragraph 49.
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use of force and respect for human rights. Whilbote may have certain technical
capabilities that are superior to those of humantike trained human personnel, robots
cannot by themselves distinguish between legalllegal orders, or make decisions
regarding the use of proportionate force during¢hanging course of armed conflict or
law enforcement operations. Robots cannot exercismpassion or anticipate the
humanitarian or human rights consequences of thetion. For example, it would be
difficult for robots to establish whether someosevounded antors de combat, and also
whether soldiers are in the process of surrendering

Professor Heyns notes in his report that: “Whilbats are especially effective at dealing
with quantitative issues, they have limited akabtito make the qualitative assessments that
are often called for when dealing with human lidachine calculations are rendered
difficult by some of the contradictions often ungarg battlefield choices. A further
concern relates to the ability of robots to distiistp legal from illegal orders®

The rules of distinction, proportionality and pretian in international humanitarian law
seek to minimize the impact of armed conflict owilizins, by prohibiting the targeting of
civilians, indiscriminate and disproportionate ekis and requiring that all feasible
precautions be taken to spare civilian casualtiessituations where the use of LARs
weapons cannot reliably distinguish between conmttatar other belligerents and civilians,
their use will be unlawful. Similarly, for an attato comply with the rule of proportionality
to minimize human casualties, it needs to be asdess a case-by-case basis before and
during the operation, depending on the specifidexdrand considering the totality of the
changing circumstances, a set of tasks that rexjiitenan judgment even if aided by
technology.

Professor Heyns in his report notes: “Their mdstlli use during armed conflict is in some
form of collaboration with humans, although theyuhibstill be autonomous in their own
functions.”® He also points to possible uses in law enforcenieternal security, counter-
terrorist operations and suppression of politigapanents, creating risks of the arbitrary
deprivation of life and of excessive use of forGehe question should therefore be asked to
what extent the existing legal framework is suffiti to regulate this scenario, as well as
the scenario whereby LARs are deployed withoutlanyan counterpart. Based on current
experiences of UCAVs [drones], there is reasorelebe that States wilhter alia seek to
use LARSs for targeting killing®

This has grave implications for human rights asl aglfor accountability for violations of
international law. “Robots have no moral agency asé@ result cannot be held responsible
in any recognizable way if they cause deprivatidnife that would normally require
accountability if humans had made the decisionsoMen, is to bear the responsibility?”
asks Professor Heyns.

Liability under command responsibility requirestttt@e commander knew or should have
known that a subordinate individual planned to canantrime yet the commander failed to

take action to prevent it or did not punish thepetrator after the fact. If the nature of a

weapon renders responsibility for its consequemoesssible, its use should be considered
unethical and unlawful.

LARs technology may malfunction and is vulneraldehticking and copying. A race to
develop, obtain and deploy LARs weaponry could leaids rapid spread with unforeseen

Ibid at paragraph 55.
Ibid at paragraph 47.
Ibid at paragraph 47.
Ibid at paragraph 76.
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negative consequences for the right to life. 8adfulation by each state by itself would not
be sufficient to prevent these problems.

Due to the serious danger they pose to the riglitet@nd to other human rights, Amnesty
International calls on all governments to publidypport the call by the UN Special
Rapporteur on extrajudicial, summary or arbitraxg@itions to impose a moratorium on
the development, transfer, deployment and use Iyf dwtonomous robotic weapons. This
moratorium should remain in place at least until &onsideration can be given in the
appropriate forum to the outcome of a UN High LeRahel of experts convened by the
UN Secretary General to examine in detail the athitegal, human rights, policy,
technical, and other concerns regarding LARs thatehbeen raised in the Special
Rapporteur’s report to the twenty-third sessiothefHuman Rights Council.

Given the potentially grave consequences of sutint@ogy, the onus should be on states
that wish to develop and deploy LARs weapons tst fitemonstrate beyond reasonable
doubt that specific uses of each type of weapon lwarfully lawful and in particular
consistent with international human rights and huoitasian law in operational
circumstances.




